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Abstract

Approaches for unbiased classification tend to
prevent models from overly relying on pre-
served features of the input data. However,
in the case of hate speech detection, while
unbalanced distribution of the social group
tokens, among the positive and negative in-
stances, causes unintended bias in the models,
it is not desirable to ignore these features due
to their importance in recognizing hate speech.
In this paper, we study hate speech detection
as a sample problem in which the task is basi-
cally dependent on preserved features. We ap-
ply an unbiased model to a subtask of the prob-
lem – recognizing offensive language – which
does not directly rely on the preserved fea-
tures, and aggregate the results with mentioned
preserved tokens to recognize hate speech.

1 Introduction

While explicit prejudicial behavior has social
costs, social media platforms provide a safe haven
for extremists to voice their prejudicial or hateful
rhetoric in a way that not only minimizes social
costs, but gets amplified or endorsed by communi-
cation with like-minded individuals and repetition
inside a closed system (Lima et al., 2018).

Given the significant adverse psychological af-
fects of being exposed to hateful rhetoric (cite),
NLP researchers have conducted studies princi-
pally to design classification models for identi-
fying offensive language and hate speech (Wie-
gand et al., 2018; Zampieri et al., 2019; David-
son et al., 2017; Kennedy et al., 2018). However,
exploratory studies have discovered that classifi-
cation models’ behaviors are affected by the dis-
proportionate appearance of identity terms in posi-
tive and negative samples of hate speech (Wiegand
et al., 2019). This imbalance affects models’ ap-
proach to predict labels, causes violation of equal-
ity of odds and opportunities (Hardt et al., 2016),

and results in what is referred to “unintended bias”
(Dixon et al., 2018).

For instance, Dixon et al. (2018) demonstrate
how disproportionate appearance of the word
“gay” in positive instances of toxic comments of
the train set leads to higher false positive rates for
comments that included this token. We define So-
cial Group Term (SGT) as a term that refers to a
specific group of individuals with a shared social
identity (e.g., Muslim, woman, Russian) and seek
to analyze the impact of SGTs in unintended bias
of hate speech detection.

As opposed to other approaches for addressing
the issue of imbalanced datasets and mitigating
the unintended bias (Madras et al., 2018; Zhang
et al., 2018a; Dixon et al., 2018), we argue that
in hate speech detection, the vital association be-
tween SGTs as the source of unintended bias and
the definition of hate speech obstructs employing
exclusively unbiased datasets or input representa-
tions.

In this work, we provide an alternative frame-
work for unbiased hate speech detection that is
based on the following definition of hate-based
rhetoric:

Language that intends to – through
rhetorical devices and contextual refer-
ences — attack the dignity of a group of
people, either through an incitement to
violence, encouragement of the incite-
ment to violence, or the incitement to
hatred.

Therefore, we consider hate speech as

Offensive language that is directed to
a person or some people because of
their perceived association with a social
group.



Sample Sentence Hate Offensive
1 In breaking news,

Hillary Clinton is
still a cold, heart-
less c**t.

No Yes

2 When will they
start to murder
those who don’t
agree to convert?

Yes Yes

3 Save the environ-
ment, recycle a lib-
eral.

Yes Yes

Table 1: Samples from our dataset and their labels
based on being offensive or hate speech.

Table 1 shows three samples from our dataset.
Sample #1 shows an offensive post, which is not
based on social groups and is directed towards a
person. Sample #2 shows a hate speech sample
which does not include any SGTs. Sample #3
shows a hate speech sample that includes a SGT
(liberal).

While in detecting offensive language the
model should not consider any bias towards spe-
cific “social groups” mentioned in the text, it is es-
sential to account for these terms to identify hate
speech. Therefore, our model (1) identifies the of-
fensiveness of the input sentence based on its un-
biased representation, (2) detects the social group
mentioned in the sentence, and ultimately (3) de-
tects the hate speech.

2 Related Work

Recent NLP studies of hate speech on social me-
dia platforms include (1) developing typologies
for hate speech based on the literature of hate and
prejudice in social sciences (e.g., Waseem et al.,
2017; Olteanu et al., 2018), (2) annotating so-
cial media content in order to produce labeled
datasets (e.g., Davidson et al., 2017; Founta et al.,
2018), (3) examining individual-level psycholog-
ical precedents of using hateful language online
(e.g., Hoover et al., 2019), and (4) designing NLP
models for detecting this type of language (e.g.,
Zhang et al., 2018b).

Proposed methods for reducing the unintended
bias can be categorized into two classes based on
whether the approach is to remove the bias from
the dataset or whether the bias is mitigated in the
model.

2.1 Balancing the Dataset

Dixon et al. (2018) introduced unintended bias
in a model as observing different performance on
subsets of the dataset that contain particular iden-
tity terms. By inserting additional data containing
identity terms, Dixon et al. (2018) create a dataset
with balanced ratio of positive and negative la-
bels. Even though all sentences in the document
are from comments in Wikipedia Talk Page, the
added data are gathered from the Wikipedia arti-
cles, making the distribution of the new training
set incongruous with the original dataset.

Another approach for generating a balanced
dataset is to swap the SGT in sentences, to provide
an equal representation of different groups Zhao
et al. (2018); Park et al. (2018). In other words,
these methods repeat the same sentence by substi-
tuting their identified SGTs with terms that refer
to other social groups. As discussed by Wiegand
et al. (2019), a disadvantage of this approach is
that it ignores the other sentence-level sources of
bias.

Wiegand et al. (2019) argues that datasets that
are gathered by randomly sampling from a cor-
pus are usually sparse regarding the positive la-
bels. That leads to data gathering based on dic-
tionaries or topics, which causes the trained mod-
els to be biased towards specific terms. Classifiers
trained on biased datasets might achieve high ac-
curacy, which should be evaluated by testing them
on other datasets. It can be concluded from the
analyses conducted by Wiegand et al. (2019) that
the bias in the dataset is not restricted to the iden-
tity terms and can also involve the data collection
method.

2.2 Debiasing the Model

Another class of approaches consider altering or
extending the model by adding an adversarial at-
tack to the model to minimizes the model’s bias.
The adversarial network does not have to be as
complicated as the prediction model, which ren-
ders this method suitable for being complementary
to other models.

Garg et al. (2019) introduced the use of counter-
factuals for examining unintended bias. Counter-
factuals are sentences that are generated by sub-
stituting “specific critical tokens” with other in-
stances to test the fairness of the model. The
model’s loss function is then extended to minimize
the difference among the error ranges for all coun-



terfactuals generated for a specific document.
Liu and Avci (2019) assume that bias in classifi-

cation is due to reliance on specific SGTs and con-
sequently use model interpretation to measure the
importance of particular SGTs in predicting the
label in classification tasks. The interpreted im-
portance of these terms is considered for defining
the loss function to prevent the adoption of SGT.
Along with training a model that performs as ac-
curate as of the biased models, the learned word
embeddings are shown to include less bias.

Zhang et al. (2018a) train an adversarial model
by minimizing its capability for predicting the pre-
served features from input data while maximizing
the classification accuracy. By having the adver-
sarial network trained in parallel with the clas-
sifier, the loss function drives the hidden layers
to acquire less information about the mentioned
SGT.

In a similar approach, Madras et al. (2018)
trains an autoencoder to learn a latent represen-
tation of the documents. The latent representation
is then utilized by the classifier to predict the pre-
served features and by the adversarial network to
identify the SGT. The network is trained to min-
imize the autoencoder and classifier loss jointly
with maximizing the adversary loss.

The advantage of the adversary models is their
flexibility to define the bias under study. By ma-
nipulating the loss function, it is possible to ac-
count for different components of fairness.

3 Data

The dataset includes∼ 23.5k Gab posts, randomly
selected from PushShift.io. Gab purports to be
a haven for free speech and has attracted a large
number of users who align themselves with far-
right ideologies (Benson, 2016; Anthony, 2016).
Due to the over-occurrence of hate speech in Gab
compared to other platforms, a randomly collected
dataset is expected to have a relatively high fre-
quency of hate speech samples.

Trained research assistants then annotated the
dataset for the presence of hate speech and of-
fensive language based on the coding manual de-
veloped by Kennedy et al. (2018). It is worth
noting that, according to this manual, all hate
speech instances are considered as offensive lan-
guage. However, offensive language instances that
are not directed to social groups are not consid-
ered hate speech. Each post is annotated by at least

three well-trained annotators and an agreement of
0.66% is achieved. The label for each post is as-
signed based on the majority vote of the annota-
tors.

We divide the dataset to create train, validation
and test sets including 70%, 10% and 20% of the
dataset respectively. We evaluate both the baseline
models and the proposed model with the test set to
compare overall accuracy of the models.

We create Adversarial Gab dataset, an evalu-
ation set of posts sampled from the test set that
includes equal positive and negative samples of
hate, each containing at least one SGT. The dataset
is then extended by substituting each SGT with
all other SGTs under study. The set of SGTs is
produced by extending the list of identity terms
from Dixon et al. (2018) using the set of synonyms
from WordNet (Miller, 1995). Out of the 101 to-
kens in this list, 68 appear in our train set. Adver-
sarial Gab includes 66k instances, 50% of which
were labeled as hate when containing their origi-
nal SGT.

We use a second bias evaluation dataset (Phrase
Templates dataset) introduced by Dixon et al.
(2018). This dataset is generated by insert-
ing SGTs into templates of toxic and non-toxic
phrases. The data includes 77k samples, 50% of
which are labeled as toxic.

Moreover we test our model on the David-
son dataset, which includes 25k tweets, gathered
based on a hate speech lexicon compiled from
HateBase and labeled based on its offensive and
hateful content (Davidson et al., 2017). Davidson
et al. (2017) use a typology of hate speech similar
to ours, where hate speech is defined as language
that is used to expresses hatred towards a targeted
group or is intended to be derogatory, to humili-
ate, or to insult the members of the group.

4 Bias in Hate Speech Detection

Fair classifiers are trained to predict label Y ∈
{0, 1} from input data X ∈ Rn with respect to pre-
served features S. The classifier should perform
accurate regarding Y and fair regarding S (Madras
et al., 2018). Unintended bias in hate speech de-
tection model can be observed when model results
in different error rated when the input data has spe-
cific SGTs.

https://gab.com
https://files.pushshift.io/gab/
https://hatebase.org


Figure 1: The proportion of each social group token
appearing in positive instances of hate speech

4.1 Quantifying Bias

Based on the definition of unintended bias, we
are interested in the model’s performance with re-
gards to SGTs. Unintended bias can be interpreted
as high variance in false positive and false nega-
tive ratio in model’s predictions on the adversarial
samples that contain each SGT. In order to evalu-
ate these error ratios we explore two different ad-
versarial dataset introduced in section 3 and com-
pare the false positive and false negative ratios for
each SGT with overall error ratios.

Unintended bias can be observed when Y (ai)
is different from Y (Adv(ai, sx, sy)) where sx ∈
SGT (ai) and sy ∈ S − {sx}. To understand
the bias for each token sy, we calculate B0

y

as the number of times when Y (ai) = 1 and
Y (Adv(ai, sx, sy)) = 0, and B1

y as the number of
times when Y (ai) = 0 and Y (Adv(ai, sx, sy)) =
1. In other words, B1

y shows how many times sub-
stituting sy in a sentence caused the model to pre-
dict it as hate.

4.2 Data Analysis

Figure 1 represents the distribution for the propor-
tion of each SGT appearing in positive samples of
Gab dataset. Ideally in a balanced dataset we ex-
pect proportions to be close to 50%, however, Fig-
ure 1 shows that for most of the SGTs, that is not
the true.

We trained a vanilla LSTM model to predict the
hate speech label. The model achieved F1 score
accuracy of 0.64 in a 10 fold cross validation with
0.6 drop out ratio and hidden size of 512 dimen-
sions.

SGTs with most unbalanced representation in

the annotated dataset, represented in Figure ??,
are also among the most biased ones as repre-
sented in Figure 2a and 2b. This observation is
in line with previous representations of bias in un-
balanced datasets (Dixon et al., 2018).

5 Method

As mentioned in the Introduction, the approach we
apply in this study is based on the following defi-
nition of hate speech:

“Hate speech is a type of offensive lan-
guage directed to the target based on
their observed association with a spe-
cific social group.”

Therefore, to identify a post as hate speech, we
first need to figure out whether the post is offen-
sive, and thereafter, whether the offense is con-
structed on the target’s social group identity.

To decide whether a post is offensive, informa-
tion about the mentioned SGTs need not be ac-
quired (i.e., an offensive remark is offensive, re-
gardless of the target). As we showed, the SGT
information, as the delicate features of the dataset,
can even cause unintended bias.

Therefore our model uses an adversarially fair
representation of the sentence (Madras et al.,
2018), excluding the information about SGTs, for
identifying the offensive language. Importantly,
this approach cannot directly be applied to hate
speech detection since detecting hate speech is de-
pendant on using the information about SGTs.

Given an input sentence Xi, the model uses a
Bi-LSTM layer to generate a hidden representa-
tion Hi ∈ Rdh of the input. This representation is
used by different modules:

5.1 Offensive Language Classification

The offensive language label is generated by a
fully connected layer and applying a sigmoid acti-
vation:

coi = Hi ×W o
i + boi (1)

oi = sigmoid(coi ) (2)

where W o ∈ Rdh×1 and bo ∈ R1 are parame-
ters for the offensive language detection layer. We
represent the loss function of this binary classifi-
cation task as Loffensive.



5.2 Adversarial Social Group Detection
An adversarial loss function is defined to oper-
ationalize the reduction of the SGT information
from hidden representation vector. This layer pre-
dicts the SGT label given Hi in an adversary man-
ner.

cadvi = Hi ×W adv
i + badvi (3)

advi = sigmoid(cadvi ) (4)

where W adv ∈ Rdh×t and badv ∈ Rt (t is the
number of SGT labels) are parameters for the ad-
versarial SGT detection. We represent the loss
function of this classification task as LSGT .

5.3 Hate Speech Detection
Hate speech detection layer aggregated the offen-
sive language label, extracted SGT and sentence
representation to predict the hate speech label. To
this end the classifier uses a representation of men-
tioned SGT tokens as a vector of length dSGT

HSGT
i = sigmoid(SGT ×WSGT

i + bSGT
i ) (5)

where SGT is a binary vector of length t and
SGTi = 1 if the ith SGT is mentioned in the post.
WSGT ∈ Rt×dSGT and bSGT ∈ RdSGT .

We use the concatenation of sentence rep-
resentation and SGT representation (Hhate =
[Hi, HSGT ]) to predict the hate label.

chi = Hhate ×W h
i + bhi (6)

hi = sigmoid(chi ) (7)

where W h ∈ Rdh+dSGT×1 and bh ∈ R1 are pa-
rameters for the hate detection. We represent the
loss function of this classification task as Lhate.
The general loss function for the debiased offen-
sive detection model is calculated as:

Ldeoffensive = Loffensive − LSGT (8)

6 Experiment

The model is implemented in TensorFlow 1.14.0,
the hyperparameters are set as dh = 256, ds = 32.
The model was trained for 50 epochs.

Since the dataset has a relatively small ratio of
positive labels, we generated weighted batches for
training the model. In doing so, we restricted the
batches to have at least 10% positive labels. This

Method Dataset Hate Offensive
LSTM Gab-test 64.3 71.0

Debiased Gab-test 41.2 53.2
LSTM Davidson 73.6 88.7
Debias Davidson 31.4 89.6

Table 2: F1 score of the vanilla LSTM model and the
debiased model on two datasets labeled based on offen-
sive language and hate speech

Method Evaluation Data Hate Offensive
LSTM Gab-Adv 69.1 NA

Debiase Gab-Adv 72.2 NA
LSTM Templates NA 69.7
Debias Templates NA 76.1

Table 3: Evaluation of the vanilla LSTM and debiased
models trained on the Gab dataset on the evaluation
datasets

balanced batch generation is also performed in the
basic model to prevent additional bias.

In order to train the adversarial loss function,
we optimize the Ldeoffensive for 50 epochs first.
In every other epoch, we either minimize the loss
function by minimizing Loffensive or by maxi-
mizing LSGT . The sentence representation vector
(Hi) is relaxed during the adversarial training for
maximizing LSGT .

7 Results

Table 2 shows the F1 accuracy score for predicting
hate using the vanilla LSTM model or the debiased
model on different Gab and Davidson datasets. As
Table 2 shows, the debiasing model has a signif-
icantly lower F1 score comparing to the vanilla
LSTM model. Although we expected a decrease
in the F1 score, that is predictable based on the
pre-existing bias in the dataset, it is essential to
improve the accuracy score of the model with reg-
ulations.

Table 3 shows the results of evaluating
the trained models on evaluation datasets
(Adversarial Gab and Phrase Templates). Since
the Phrase Templates only include offensive
language labels, we evaluate the models on it to
assess the reliability of the debiased offensive
language detection module.

We also evaluate each method based on the
number of false positive and false negative ratios
for each SGT on the Adversarial Gab dataset.
As represented in Figure 3 and 2 the evaluation



(a) Vanilla LSTM (b) Debiased Model

Figure 2: False negative ratio associated with SGTs. The y axis show the false negative ratio, the x axis shows the
number of SGTs that are associated with a specific false negative rate.

(a) Vanilla LSTM Model (b) Debiased Models

Figure 3: False positive ratio associated with SGTs. The y axis show the false positive ratio, the x axis shows the
number of SGTs that are associated with a specific false negative rate.

of unintended bias, shows that the false positive
and false negative ratios associated with specific
SGTs been decreased after applying the debiasing
approach. The figures essentially show that the the
number of SGTs that are associated with high false
positive and false negative ratios have decreased
after performing the debiasing. Consequently, the
empirical result is that no specific SGT is now as-
sociated with hate speech.

Running a t-test to assess the different between
the association between SGTs and false positive
and false negative errors shows that the debiased
model results in significantly different error ratios
comparing the to vanilla model (for both t-test p <
0.05).

8 Discussion

Most methods for mitigating bias in classification
provide general approaches that can be applied to
either balance the datasets or prohibit models from
overly relying on the bias in data. However, we
mitigate bias in hate speech detection by construst-
ing a model based on the definition of hate speech.
This approach can be applied to cases in which the
source of bias is not to be excluded from the clas-
sification process based on the specific definition
of the task under study.

The results show that the on order to achieve
comparable results with the current model, we
need to apply more regulation. Nevertheless,
it should be mentioned that the high F1 score
achieved by the vanilla model depends on how the
model is trained in association with the existing
bias and a debiased model cannot necessarily per-



form as well. On the other hand, the bias evalu-
ation results demonstrate how the association be-
tween SGTs and hate speech token has been partly
eliminated from model behavior.
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