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Abstract

Many people try to become aware of the im-
portant events happening in the world through
reading news articles from well-known news
outlets. Many of the big events and decisions,
directly or indirectly affects our lives, so it is
important to know about them and make re-
actions if needed. Unfortunately most of the
news sources are politically biased and they
convey the news in a way to give the reader
an opinion close to themselves. The inher-
ited bias in NLP models such as word em-
bedding is a critical problem affecting all so-
cial applications of them. However, due to
vague notion of the bias, and black-box nature
of many NLP methods, detecting the bias is
proven to be difficult. In this work, we inves-
tigate the political bias in the word embedding
of news corpora. In this work the bias in liberal
news sources and conservative news sources is
shown to be captured by a geometrical direc-
tion in the word embeddings of them. We first
embed each side’s corpora separately and then
align the word embeddings. We show that with
aligning of the word embedding spaces we can
compare the vectors. We use metrics to show
the bias between the left-leaning and right-
leaning news sources. We talk about how we
capture the direction of bias with three meth-
ods, first looking at the entities, second look-
ing at the positive adjectives and third looking
at the negative adjectives.

1 Introduction

As Natural language processing algorithms pen-
etrate every aspect of our social life, there is a
growing risk for these algorithms to be systemati-
cally biased(Mehrabi et al., 2019). Studies show
that these algorithms implicitly learning the hu-
man biases that are embedded in their training data
(Caliskan et al., 2017; Mehrabi et al., 2019) and
they even also magnifying them when deployed
in practice. There have been extensive research

on detecting and measuring the gender bias in
word embeddings (Caliskan et al., 2017; Boluk-
basi et al., 2016; Brunet et al., 2018) that cap-
tures the bias with respect to occupation words.
These studies measure bias by simply comput-
ing the pairwise distances among two groups of
words: neutral and target. Target words are set of
words where all words in each word-set represent
a similar concept. Such as a specific gender. Simi-
larly, neutral words are defined as set of word sets,
where all words in each word set fulfill two crite-
ria: (1) represent similar concepts (e.g. occupa-
tion, human characteristics) (2) Must be perceived
neutral with respect to target words. For example
a work for analysing gender bias can have this set-
ting for target sets A and B, and neutral words S
and T :

S = {math, algebra, geometry, calculus},
(1)

T = {poetry, literature, symphony, sculpture}
(2)

A = {male,man, boy, brother, he}, (3)

B = {female, woman, girl, sister, she} (4)

In our approach, we use entities, positive adjec-
tives and also negative adjectives as target words.
Our approach for capturing the bias in the news ar-
ticles is based on word embedding of each of the
left-leaning and right-leaning news sources. we
have one vector for target words in left-leaning
news sources embedding and another vector for
right-leanings news sources embedding.

Research on word embeddings has drawn sig-
nificant interest in machine learning and natural
language processing. There have been hundreds
of papers written about word embeddings and their
applications. Empirical results using these meth-
ods have shown they are successful at learning the
meaning of words. In fact, the resulting embed-
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ding space seems to have directions of semantic
and syntactic meaning that can be exposed through
simple operations on word vectors. For example
we can look at many analogies like:

vector(King)− vector(Man)

+ vector(Woman) ' vector(Queen)

We are going to calculate our words embedding
using word2vec method(?). The current popular
word embedding methods inherit the stereotypical
biases from their train data. This is a problem be-
cause the widespread use of these algorithms in
machine learning systems can thus amplify stereo-
types in important contexts.

In this work we are going to address political
bias in the news articles from left leaning and right
leaning news sources and visualize some of the
existing biases towards well-known politicians or
sensitive political context like immigration.

2 Related Works

For the methodology to address bias in word em-
beddings we are inspired by the work of (Boluk-
basi et al., 2016). In their work their target
words are two sets that defines the binary gender.
The formulation 1 shows summary of their target
words and neutral words. They show that even
word embeddings trained on Google News1 arti-
cles exhibit female/male gender stereotypes to a
disturbing extent. They calculate the differences
of words in A and B and calculate the PCA of
those differences. The calculated PCs show the
main directions that explain the semantic differ-
ence between the two genders. Then they project
the words on this direction and see that the neutral
words are very polarized rather than being placed
in the middle. They observe that science occu-
pation are closer to men and art occupations are
closer to female.

Another challenge is how to align the embed-
dings to make them comparable. Some work have
been done focusing on the evolvement of temrs
during time. In a work by Garg et al., they in-
tegrate word embeddings trained on 100 years of
text data with the US Census and develop met-
rics based on word embeddings to characterize
how gender stereotypes and attitudes toward eth-
nic minorities in the United States evolved dur-
ing the 20th and 21st centuries starting from 1910

1https://code.google.com/archive/p/word2vec/

(Garg et al., 2018). They compute the average
embedding distance between words that represent
women—e.g., she, female and a group of gender
neutral words like occupations, also compute the
average embedding distance between words that
represent men and the same occupation words.
They have used the intuitive and natural metric
for the embedding bias which is the average dis-
tance for women minus the average distance for
men A group of works concentrate on the evolv-
ing of word semantics during time. They have
captured interesting biases looking at the metrics
in different years. There is no embedding align-
ment in their work, they get the static word em-
bedding for each year and calculate the metrics for
that year and show the gradual change of numbers
in plots. The data and code related to their paper
are available on GitHub 2. Using the similar idea
for our work we need to get two set of words rep-
resenting each of political sides and also a set of
political neutral interesting words. Finding those
sets of words that are also frequent in our dataset
is challenging. Another drawback is that calculat-
ing euclidean differences in embedding spaces is
not a very robust metric.

Some of the related works are focusing on bilin-
gual word embedding which builds semantic em-
beddings associated across two languages. The
work of (Zou et al., 2013) introduces an unsuper-
vised neural model to learn bilingual semantic em-
bedding. The result of this work might not be very
interesting for our task because it embeds our two
different set of corpus (left and right) in a way that
the corresponding words that have the same mean-
ings will end up very close in the vector space.
Another disadvantage of this method is its slow-
ness; it took 19 days for their model to train on
a 8-core system. This paper is old and they have
compared their methods like naive and pruned tf-
idf and we don’t have comparison of it with con-
temporary state of the art models.

We want to be able to separately embed the
words from the corpora corresponding to each of
the right and the left side news sources and then
align the vector spaces. The work of (Hamilton
et al., 2016) use orthogonal Procrustes in order to
align word embeddings across time-periods. This
method searches for the best rotational alignment
and preserves cosine similarities. They use two
measures to evaluate their results: synchronic ac-

2https:// github.com/nikhgarg/EmbeddingDynamicStereotypes
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curacy (i.e., ability to capture word similarity) and
diachronic validity (i.e., ability to quantify seman-
tic changes over time) which they do in two ways:
detecting known shifts and also discovering shifts
from data. This method can be applied to our prob-
lem because we are trying to find the alignment
between embeddings of left-wing news corpora
and right-wing news corpora. We also can look
at the embeddings of all news corpora during time
spans and another interesting question is whether
the similarity of the words changes over time in
compare to left terms and right terms. A draw-
back of their method can be that they only look at
rotational alignment and don’t capture the changes
in the cosine similarities between the words. They
have their code available on github.3

Later than Hamilton’s work, there is another
work(Yao et al., 2018) that instead of aligning
different static embeddings simultaneously learns
time-aware embeddings. Previous techniques usu-
ally do not consider temporal factors, and assume
that the word is static across time. They are in-
terested in computing time-aware embedding of
words. They have used qualitative and quantita-
tive methods to evaluate temporal embeddings for
evolving word semantics. Their work can be mod-
ified for our problem setting to obtain political-
aware embeddings.

3 Data-set

In this work we have used ”All the News” data-set
from Kaggle4. It contains 143,000 articles from
15 American News Outlets.
The liberal news sources in this dataset are: New
York Times, CNN, Atlantic, Buzzfeed News, New
York Post, Guardian, NPR, Vox, and Washington
Post.
The conservative news sources are Breitbart, Fox
News, National Review, and New York Post.
There are also Reuters and Business Insider which
are central-leaning news sources and we do not
work with them. In the figure 1 we see the dis-
tribution of articles among different news sources.

We have 85,551 articles for left news sources
and 34,338 articles for right news sources respec-
tively 71% and 29% of data. That means we need
to balance the number of articles for each side. For
that we randomly sample from the bigger side.

3https://github.com/williamleif/histwords
4https://www.kaggle.com/snapcrack/all-the-news

Figure 1: Distribution of articles in the news sources

4 Methodology

4.1 Attribute Words

We want to identify the subspace that conveys the
subject of the bias. For calculating that subspace,
first we need sets for attribute words that gives a
characteristic to that subspace. We have three ex-
periments with different definitions of the attribute
words.

In the first experiment we focus on the entities.
In that case the attribute words that represent each
group are the most frequent common entities in
each of the left-leaning news sources and right-
leaning news sources. In this case we are trying to
define the subspace that in its extreme values we
can see how left-leaning and right-leaning news
sources perceive the frequent entities (which are
mostly the names of well known people, name of
places, and also organisations) After embedding
each side separately, we have the attribute sets A
and B defined as:
A = The vectors of common entities in the word
embedding of left-leaning news sources
B = The vectors of common entities in the word
embedding of right-leaning news sources

In the second and third experiment, the attribute
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words that we chose are positive-meaning and
negative-meaning sets of adjectives respectively.
A few examples of elements of these sets are as
below:
pos adj = {affluent, agreeable, amazing,...}
neg adj = {abysmal, adverse, anxious, awful,...}
In these cases we are focusing on how each side
talks about good and bad adjectives and we fur-
ther analyse which of the well-known people do
they associate with each of these sets.

4.2 Calculating PCA

To identify the subspace, we took the attribute
words vectors in the embedding of each side, cal-
culated their pairwise differences and computed
its principal components (PCs). In each setting
we have looked at one or two directions that ex-
plain the majority of variance in these vectors.
Note that, from the randomness in a finite sam-
ple of noisy vectors, one expects a decrease in
eigenvalues. Therefore we hypothesize that the
top PCs, captures the subspace corresponding to
the attribute words(Bolukbasi et al., 2016). In each
experiment, the extreme values in the subspace
(linear if we only choose the one top PC) show
how each side talks about the attribute words. In
our setting, the more positive values correspond to
the left-leaning perspective and the more negative
values correspond to the right-leaning perspective.

4.3 Training Embedding

In our methodology first of all, we train the word
embedding of the vocabulary in left leaning news
sources and right leaning news sources separately.
We set the dimension of the embedding space
equal to 300, the window size 7 and minimum
count of each word equal to 10. We use gensim
package5 for training the word2vec model. Gen-
sim contains many easy-to-use variants of word
embeddings (e.g. LSI/SVD, word2vec, wordrank,
...), wrappers for using other packages like GloVe,
and is very well maintained, so this method is a
reasonable choice.

4.4 Procrustes matrix alignment

When we embed the two subset of data separately,
due to different initial seeds they can’t be very
comparable. In figure 2 we show that when we
align the embeddings, the cosine similarity of the
vectors of the same word increases. Hence, that

5https://radimrehurek.com/gensim/

is a necessary step for defining measures of bias
between these two separate embeddings.

Figure 2: The cosine similarity of pairs of vectors in
the two embeddings, become larger after aligning the
embeddings using Procrustes matrix algorithm. After
aligning we can calculate the measures on the pairs of
same word’s vector.

We use the Procrustes matrix align-
ment(Hamilton et al., 2016) algorithm, in
order to align the two embeddings that we have
for each of left news sources and right news
sources. There is a wrapper of (Hamilton et al.,
2016) published in github6 that is a code for
aligning two gensim word2vec models using
Procrustes matrix. Equation 5 shows the loss
function of Procrustes algorithm. From the loss
function we can see that this algorithm does not
change the relative positions of vectors in each
embedding. It only learns a rotation matrix for
aligning.

RT = argminQTQ=I ||W TQ−W (T+1)||F (5)

4.5 Extracting Entities
We need to focus on some words. For that reason
we have extracted the entities of left-leaning news

6https://gist.github.com/quadrismegistus/09a93e219a6ffc4f216fb85235535faf
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articles and right-leaning news articles using spacy
package. The types of entities that we extract are:

• Person

• Location

• Organization

5 Experiments

In our methodology after aligning the two embed-
dings, we look at the attribute words that appear
in both of left and right leaning news sources and
calculate the PCA of their differences. We chose
three sets of attribute words: common entities,
positive adjectives, and negative adjectives.

5.1 Common Entities

In this setting, we want to see if the principal com-
ponent of direction between the difference of vec-
tors of entities in the embedding of left side and
right side, can capture some kind of bias. We first
calculate the two top PCs and then project all of
the words existing in the both of the embeddings to
this two directions. We except to see that direction
is representing the ideology of each political side.
In the projected words to the direction, we except
to see at the extremely positive values as the left-
leaning’s news sources popular words and in the
extremely negative values the right-leaning’s news
sources popular words. Figure 3 shows the largest
positive values of words projected on PC1 which
clearly shows the words associated with foreign
and middle east news. On the other hand figure 4
shows the smallest values which show the words
that are from right sources on that direction which
we can see that are about film industry. We ex-
pected to see the two different political views on
each side. This result can be because of our dataset
and in future works we need to implement the re-
sult on a larger news dataset.

5.2 Positive Adjectives

In this setting we are using positive adjectives
as attribute words. That makes the PC1 to have
the words considered to be good from left-leaning
news sources perspective on its largest values
and the words considered to be good from right-
leaning news sources perspective on its smallest
(most negative) values. Because we project all of
the words to this direction it is challenging to see
the result for important words. We have chosen

Figure 3: The largest values of words projected on PC1

Figure 4: The smallest values of words projected on
PC1
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a few names of well-known people from demo-
cratic side and also republican side and see that
the democratic persons have larger values (which
shows that left news sources have talk about them
better than the right news sources) and also some
well-known republican people that are leaning
along the smaller values (this shows that republi-
can news sources have been using good adjectives
about them more than liberal news sources). Table
below shows some of the results. In these results
we can see that especially right news sources have
been talking about Bush very positively, who is a
popular person among conservatives and was the
president of the United States. Another interesting
point is that left-leaning news sources talk more
positive than the other side about immigration.

harris 6.15
obama 3.5
immigrated 2.25
biden 2.02
barackobama 1.2
clinton 0.99
bernie 0.90
hillaryclinton 0.18
immigrating 0.091
thornberry -0.6
cuom -2.77
pompeo -3.2
bush -7

5.3 Negative Adjectives

In this setting, instead of seeing which side talks
in favor of who, we are looking at which side
talks against who. Table below shows some of
the well-known people from liberal and conser-
vative groups. Our result is matching the view
of the two political sides of these people because
we see that the liberal persons get smaller values
(because right news sources use negative adjec-
tives for them more than left news sources) and
conservative persons get larger values. The inter-
esting observation in this part is that because our
news dataset is from the time that Hillary Clinton
was candidate for presidency from the democratic
party, we can see that right news sources were us-
ing negative adjectives towards her. Also similar
to what saw in the previous setting, we can see that
republicans talk negatively about immigration.

mccarthy 3.86
cheney 2.42
scalise 2.26
pompeo 1.88
cuomo 1.75
biden -1.44
immigrant -5.05
obama -5.08
sanders -7.39
hillary -9.44
clinton -10.31
democrats -12
immigrants -13.97

6 Future Work

In the future work, we are going to use a large
list of governers and conressmen and women from
each pary to come up with an average of right and
left-leaning news sources positive/negative view
about them.

Moreover, there is a work that defines Word
Embedding Association Test (WEAT)(Brunet
et al., 2018) and we can use that definition instead
of PCA of differences to run all of our experiments
again and compare the results.

Finally, we should use a larger data-set to avoid
noises of non-important articles.
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