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Abstract
Towards building annotation-efficient question answering (QA) systems for real information seeking needs, we propose a framework that efficiently augments training data by leveraging natural language explanations to annotate unanswered questions. Explanations describing how an answer is arrived for one reference QA instance are first parsed into executable rules, and then applied to large-scale unanswered questions (e.g., questions raised in search engines, online forums). Answers with high confidence will be regarded as a training instance and potentially improve QA model performance, especially in low-resource setting. We highlight (1) the generalization ability in rule matching and (2) annotation efficiency in our proposed framework.

Currently, we have collected 200+ explanations for SQuAD instances. The parser can successfully parse and validate 42% of them. We expect the parser to be further improved with the expansion of predicate dictionary. Meanwhile, we have several reasonable observations in our case study of rule hard-matching, such as the trade-off between precision and coverage and variations in acceptable answers.

1 Introduction
Recent advances in natural language processing claims human-level intelligence in the task of Question Answering (QA) (Joshi et al., 2019; Lan et al., 2019). However, two important factors are often hidden behind this appealing news piece. (1) State-of-the-art results strongly rely on large-scale annotated datasets. It is impractical and time-consuming to collect such dataset for a new domain or a new language to achieve comparable, human-level performance. (2) Questions in these datasets are raised from given context via crowdsourcing, so these questions are collected on purpose, are not “naturally occurring” (Kwiatkowski et al., 2019), and do not reflect real-world needs of seeking information. These two factors imply a huge gap between QA model in research phase and QA model for application.

In this project, we aim to leverage unlabeled data with natural language (NL) explanations to build annotation-efficient, down-to-earth QA systems. Fig. 1 shows an example of NL explanations that we collect. Annotators are shown a reference QA instance and are required to explain how the answer is arrived in a few sentences. Though annotating explanations takes more time, such information can be potentially applied to numerous unanswered questions and create a larger training set, thus improving annotation efficiency. Moreover, these explanations sticks to the reference QA instance, which can provide domain-specific information, and become applicable to new instances within this domain.

The proposed framework is composed of two parts: (1) Rule Parser; (2) Matching Engine. The
rule parser will transform natural language explanations into structured and executable rules. The Matching Engine, which employs a heuristic search strategy and consists of several trainable modules in its evaluation phase, will take full advantage of the parsed rules to answer unanswered questions. One highlight of the Matching Engine is that it is dynamically constructed with the content of each rule, inspired by the notion of neural modular network. This also enables fuzzy matching to improve rule coverage by pseudo-labeling instances that slightly break the rule.

Our framework is model-agnostic, as it serves as data augmentation and provides instances with high confidence to downstream QA models. Desirably, the performance of downstream model will be improved with large-scale, pseudo-answered instances with high confidence, comparing to the case where the training set only contains a few human-annotated instances. Extensive analysis including annotation efficiency, ablation study on modules, and case study will be conducted to demonstrate the strength of our proposed framework.

2 Related Work

Question Answering. Question answering (QA) has long been considered an important benchmark task in natural language understanding (NLU). Recent advances in QA largely benefit from large-scale annotated datasets such as SQuAD (Rajpurkar et al., 2016, 2018) and WikiQA (Yang et al., 2015). Several recent datasets are designed to probe specific abilities of machine comprehension. For example, HotpotQA (Yang et al., 2018) focus on multi-hop reasoning and DROP (Dua et al., 2019) focus on discrete and arithmetic reasoning.

On the other hand, the capability of QA models is strongly enhanced with the introduction of large-scale pre-trained representations such as BERT (Devlin et al., 2019). Later on, SpanBERT (Joshi et al., 2019) extends BERT by masking spans (instead of masking single tokens) and training span boundary representations. Such technique enhance span-related tasks such as QA and co-reference resolution. More recently, ALBERT (Lan et al., 2019) pushed forward the state-of-the-art on GLUE and SQuAD benchmark with fewer parameters than BERT-large. At core of ALBERT is two parameter reduction technique: cross-layer parameter sharing and factorized embedding parameterization. BiDAF (Seo et al., 2016) is a notable model before the introduction of BERT. It employs a hierarchical multi-stage process that incorporates character-level, word-level, contextual information and allows attention flow to obtain a query-aware context representation.

QA for Real Information Need. Most of the existing datasets are collected in a context-oriented manner. That is, annotators are first shown a piece of context (usually a paragraph), and are required to ask questions accordingly. Even though the annotators are encouraged to paraphrase and use their own words, large lexical overlap between the raised questions and the context is observed. Thus the trained model may be merely learning surface patterns, and performance on these datasets does not reflect real comprehension ability. Another stream of work gather QA instances from trivia questions (quiz competitions) (Joshi et al., 2017; Dunn et al., 2017). Such quizzes already provide question and answer, and the dataset is then augmented context using information retrieval tools. One issue that remains with all the datasets mentioned above is they’re not “naturally occurring” questions from human that are seeking information. Recent work start to propose datasets that based on real information need, starting with questions that people poses on search engine or web forum. Natural Questions (NQ) (Kwiatkowski et al., 2019) collects questions that users input into Google search engine and pair the question with a top-ranked Wikipedia page. One notable contribution of this work is that is studies the variations in acceptable answers and introduce new metrics to evaluate QA models. There are several domain-specific QA datasets that also reflect real information need, including legal domain (Zhong et al., 2019), biomedical domain (Jin et al., 2019), tech support (Castelli, 2019) and e-commerce (Gupta et al., 2019), etc.

Natural Language Explanation. Srivastava et al. (2017) first introduced the usage of natural language explanation in concept learning. Each statement $s$ in set $\mathcal{S}$ is first parsed into logical form with a CCG parser and acts like a binary feature function $z = f(x) \in \{0, 1\}$. The original representation of the instance, $x$, is augmented with binary feature outputs $z$, and is later fed into a classifier. Though only a small number of
instances are required to achieve competitive performance, the task is done in a purely supervised way.

More recently, Hancock et al. (2018) proposed a BABBLELABLE framework for training classifiers with NL explanations, and succeeded in three relation extraction tasks. BABBLELABLE abandoned trainable CCG-based parser and adopted a simpler and fixed rule-based parser with no domain-specific predicate dictionary. Another difference is that the \( z \) is not used to augment \( x \) but is used to pseudo-label \( x \) instead. This characteristic is more similar to data programming setting (Ratner et al., 2016, 2017) and enables semi-supervised learning on unlabeled corpus. This piece of work focus on annotation efficiency, instead of pushing forward the state-of-the-art.

Wang et al. (2019) proposed NEXT framework which further extends previous work with modularized labeling functions. That is, the labeling function is constructed with small function blocks following the tree-structure of parsed NL explanations. Each block is parameterized and some of them are trainable. Compared to (Hancock et al., 2018), NEXT enables controllable and trainable fuzzy matching. This helps deal with low-coverage issue of labeling functions and enlarge the size of training set in low-resource setting.

3 Proposed Framework

The proposed framework includes two parts: (1) Rule Parser that transforms collected NL explanations to structured and executable form, and (2) Matching Engine that search for answers given a rule, a question and some context. In the following, we will first restate the problem, and introduce the parts respectively.

3.1 Problem Statement

**Question Answering.** Here we describe a general setting in question answering. In the training set, each instance \((q, a, C)\) includes a question \(q\), one valid answer \(a\) and a list of context information \(C = \{c_j\}\). The valid answer can either be (1) a paragraph (long answer setting in NQ; TechQA); (2) a short span (short answer setting in NQ; SQuAD). In the test set, multiple valid answers may be acceptable to allow variations in answers. The goal of a QA model is to output one valid answer with the input of question \(q\) and context \(C\).

<table>
<thead>
<tr>
<th>Sl</th>
<th>SL</th>
<th>SLr</th>
<th>SRight</th>
<th>SIn</th>
<th>SMLast</th>
<th>SContain</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ArgX$</td>
<td>$ArgY$</td>
<td>$ArgZ$</td>
<td>$Question$</td>
<td>$Answer$</td>
<td>$Context$</td>
<td></td>
</tr>
<tr>
<td>SCOUNT</td>
<td>SWord</td>
<td>Ssandwich</td>
<td>SStartWith</td>
<td>SEndWith</td>
<td>SSimilar</td>
<td></td>
</tr>
<tr>
<td>SPerson</td>
<td>SLocation</td>
<td>STime</td>
<td>SNumber</td>
<td>SNoun</td>
<td>SAdjective</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Example predicates. Raw explanations are first mapped to a predefined dictionary of predicates.

| @AND | @EQUAL | @IS | @BETWEEN |
| \@IN \@STARTS WITH | \@NER \@CHUNK | \@LEFT \@RIGHT \@WITHIN \@ENDS WITH |

Table 2: Example functions. The semantic part of parsing results should be an logical form constructed with functions in a predefined list.

**Natural Language Explanation.** During annotation, in addition to the answer \(a\), the annotator is required to answer questions with natural language in order to describe how they arrive at answer \(a\). Alternatively, \(a\) may be already obtained from other sources and annotators input explanations only. One example is shown in Fig. 1. The sentences in response to Question 2 are denoted with \(E = \{e_i\}\). Each sentence \(e_i\) can be potentially pared into one rule \(r_i\), and the rule set \(R\) is defined as \(R = \{r_i\}\).

**Data Splitting.** We use \(S_u\) to denote the set of \((q, C, a, E)\) quadruples we collected from annotators. \(S_u\) is the set of unanswered question-context pairs \((q, C)\). Note that \(|S_u| \ll |S_d|\). \(R\) is the set of all rule sets \(R\) extracted from explanations with Rule Parser. In addition, \(S_p\) is used to denote the \((q, C, a, s)\) quadruples produced by \(R\) with the matching engine, where \(s\) is the confidence score. The set of \((q, C)\) in \(S_p\) forms a subset of \(S_u\).

3.2 Rule Parser

As shown in Fig. 1, annotators are required to input NL explanations \(E = \{e_i\}\) for a given reference QA instance. Following previous work (Srivastava et al., 2017), we use Combinatory Categorial Grammar (CCG) based semantic parsing (Zettlemoyer and Collins, 2012) to parse these explanations into executable forms. In brief, words and phrases in each explanation \(e_i\) will be first mapped to their predicates (examples in Table 1). After that, a CCG parser will try combining neighboring predicates (e.g. combine “2” and “$Tokens” into @NUM(“2”, “tokens”)) and finally construct the semantics of the whole sentence. An example parse is shown in Fig. 2.
Beam search. Each word or phrase may be mapped to multiple lexicons (e.g. “right” can be describing a position, or expressing “directly”). Moreover, built-in grammar rules in CCG allows abundant linguistic variations. These two factors results in large search space. To deal with this issue, we employ beam search. That is, in the \(i\)-th step, \(i+1\) lexicons should have been already combined, and a predictive classifier will output a confidence score \(p(r)\) for this intermediate parse \(r\) on \(i+1\) lexicons. We control the beam size to maintain a reasonable search space size.

Predictive Classifier. We follow (Zettlemoyer and Collins, 2007) and construct a feature-based classifier to select promising (intermediate) parses. In a parse \(r\), we count the number of occurrence that predicate \(f_i\) is an argument for \(f_j\) as \(g_{ij}\). In the example in Fig. 2, the value for feature @WITHIN@NUM will be 1, and the value for feature @IS@NUM will be 0. All \(g_{ij}\) are listed to form the feature vector \(g\). The classifier then computes the confidence score \(p(r)\) as follows to rank the candidate parses for beam search:

\[
p(r) \sim \exp(\theta^T g)
\]

The parameter \(\theta\) is trained by maximizing the score on parses \(r\) that are (1) complete, no variable or missing components in the result semantics; We denote this as \(r \in Z_e\); (2) validated on the reference QA instance; i.e., \(r(q, a, C) = \text{True}\), the maximization objective is

\[
p(r|e) = \frac{\exp(\theta^T g)}{\sum_{r' \in v(q,a,C)} \exp(\theta^T g')}
\]

3.3 Matching Engine

3.3.1 Answering Strategy

With the natural language explanations collected, we now have a list of variables and a list of answering rules with the help of Rule Parser. We now introduce how matching engine is used to provide pseudo-answers for unanswered question-context pair. The answering strategy can be roughly broken into the following three operations, and done with heuristic beam search method. The process goes in a loop of “fill-evaluate-filter” until all variables are filled. We choose the answer with the highest evaluation score as the pseudo-answer for the instance and add it to \(S_q\).

Fill Variables such as X, Y and Z are defined by the Turkers in Question 1. Additionally, we introduce one variable ANS (the answer) and one variable SENT (the sentence containing the answer). We require each variable (except ANS) to either have a Chunk type or NER type. We use the constituency parser and NER model in AllenNLP (Gardner et al., 2017) to extract variable candidates for one variable.

Evaluate We evaluate the feasibility for each candidate combination with the parsed logical forms. Details of the modules used in evaluation can be found in the next section. We skip the logical forms that contains pending variables (not assigned with any candidate yet).

Filter After fill and evaluate, each intermediate instance has a score, and we maintain a beam of a
pre-defined size, storing the most promising intermediate results, and start the next iteration in the loop by filling a new variable.

### 3.3.2 Modules in Evaluation

#### String Matching

In previous work (Wang et al., 2019), string matching module is pre-trained by clustering key phrases in each category. Reading comprehension (RC) is significantly different from classification problems, as RC does not have pre-defined classes or categories. And thus we seek help from pre-trained representations such as BERT, which potentially learned semantic similarities in pre-training. The input to a string matching module is a phrase $p$ of length $m$ and a sentence $s$ of length $n$. The goal of string matching module is to identify the location of $p$ (or its equivalence) in $s$. The output will be two $n$-dimensional vectors, $v_b$ and $v_e$, in which $v_b$ represent the probability that $p$ (or its equivalence) appear in $s$ with the starting position of $i$. $v_e$ correspond to ending position. This is to ensure the length of $p$'s equivalence will not be constrained. We plan to calculate $v_b$ and $v_e$ in the following way:

$$
[w_1, w_2, ..., w_m] = \text{BERT}(p)
$$

$$
[u_1, u_2, ..., u_n] = \text{BERT}(s)
$$

$$
v_{bi} = \text{sim}(w_1, u_i)
$$

$$
v_{ei} = \text{sim}(w_m, u_i)
$$

There can be several modifications to the design above. For example, the $\text{sim}$ function can be any kind of distance metrics, or a learned metric as in Relation Networks (Sung et al., 2018). Also, $w_1$ and $w_m$ may be replaced with a mean pooling result over BERT($p$). We also have an idea in mind to train an attention on top of BERT to enable contextualized string matching. We will try out these variations and select the one with best performance.

#### Location

To evaluate $p_1$ is within $d$ words left/right of $p_2$ in $s$, the location module takes the output of $\text{String-Matching}(p_1, s)$ and $\text{String-Matching}(p_2, s)$ and output a scalar score for logical calculation. To evaluate $p_0$ is between $p_1$ and $p_2$ in $s$, the location module takes the output of $\text{String-Matching}(p_i, s), i = 0, 1, 2$ and output a scalar score. Detailed implementation is still in discussion.

#### Logical

Instead of using soft logic, i.e., $\text{AND}(p_1, p_2) = p_1 + p_2 - 1$, we plan to use graphical model to make sure the scale is not influenced by the number of constraints. The intuition is that two conditions with 70% confidence may not be as good as three conditions with 60% confidence. If there are $n$ rules in the current answering function, $m$ can be evaluated with the filled variables, and $S = \{s_1, s_2, ..., s_m\}$ shows the evaluation score of the $m$ rules, this module outputs a score $s_0 = f(m, n, S)$ as the confidence of the current state. Note that we can always transform the parsed rule so that logic operation is always the root of the tree.

### 4 Experiment Setup

#### 4.1 Datasets

We plan to do experiments on the following three QA benchmark datasets. The statistics of these datasets are summarized in Table 4. Among these three datasets, we believe NQ and TechQA relate to our problem setting more closely. Meanwhile, SQuAD 2.0 as a widely-used dataset also serves as a testbed to simulate the practical situation and evaluate the efficiency of our method.

1. **SQuAD 2.0** (Rajpurkar et al., 2018) is a widely-acknowledged QA dataset. Annotators are first shown a paragraph from wikipedia, and then asked to raise several questions and provide answers. Due to the nature of this dataset collection process, the question and context tend to have large lexical overlap.

2. **Natural Questions (NQ)** (Kwiatkowski et al., 2019) consists real anonymized, aggregated queries issued in Google search engine, and reflect real information seeking needs of human. The annotators are shown the question and a top-matching wikipedia page, and are required to provide long answers (a paragraph) and short answers (a span; yes/no). Questions requiring multiple paragraphs to answer will be marked as unanswerable in long answer setting.

3. **TechQA** (Castelli, 2019) is from technical support domain and consists of questions posed by real users in IBM Develop Forum. These questions are then carefully paired with solutions in

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Train</th>
<th>#Dev</th>
<th>#Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQuAD 2.0</td>
<td>130,319</td>
<td>11,873</td>
<td>8,862</td>
</tr>
<tr>
<td>Natural Questions</td>
<td>307,373</td>
<td>7,830</td>
<td>7,842</td>
</tr>
<tr>
<td>TechQA</td>
<td>600</td>
<td>310</td>
<td>490</td>
</tr>
</tbody>
</table>

Table 4: Statistics of Datasets.
4.2 Explanation Collection

We first ensure the instances sent for annotation are typical and can represent the commonly-raised questions. We use some heuristics to roughly classify the questions with “question heads” (question word such as “what”, plus one word after it). Examples of question heads are shown in Table 5. In a 5% split of SQuAD, we found 1899 question heads, and the top 40 question heads takes up 53.6% of the split. This shows a majority of questions are raised in similar ways; and can potentially be answered in similar ways. We randomly sample 6 questions for each question head. This results in 240 QA instances sent for annotation.

We collect explanations with Amazon Mechanical Turk. As shown in Fig.1, turkers are required to answer two questions about one QA instance. The answer in the context is highlighted in red for convenience. Turkers are rewarded with $1 for each accepted responses. As of now, we have collected 215 accepted explanations. We will adjust the annotation interface and collect explanations for NQ and TechQA dataset.

IBM Technote (a user manual for technical issues) by domain experts.

<table>
<thead>
<tr>
<th>Question</th>
<th>How is packet switching characterized?</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>packet switching</td>
</tr>
<tr>
<td>Y</td>
<td>characterized</td>
</tr>
</tbody>
</table>

Explaination The question starts with “how is”, so the answer probably starts with "by". X is before Y. The answer directly follows Y.

4.2 Explanation Collection

We first ensure the instances sent for annotation are typical and can represent the commonly-raised questions. We use some heuristics to roughly classify the questions with “question heads” (question word such as “what”, plus one word after it). Examples of question heads are shown in Table 5. In a 5% split of SQuAD, we found 1899 question heads, and the top 40 question heads takes up 53.6% of the split. This shows a majority of questions are raised in similar ways; and can potentially be answered in similar ways. We randomly sample 6 questions for each question head. This results in 240 QA instances sent for annotation.

We collect explanations with Amazon Mechanical Turk. As shown in Fig.1, turkers are required to answer two questions about one QA instance. The answer in the context is highlighted in red for convenience. Turkers are rewarded with $1 for each accepted responses. As of now, we have collected 215 accepted explanations. We will adjust the annotation interface and collect explanations for NQ and TechQA dataset.

IBM Technote (a user manual for technical issues) by domain experts.

<table>
<thead>
<tr>
<th>Table 5: Example Question Heads. Top 40 question heads cover more than half of the questions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>What is</td>
</tr>
<tr>
<td>What year</td>
</tr>
<tr>
<td>What type</td>
</tr>
</tbody>
</table>

Figure 3: Question head distribution (Top 12)

Table 6: QA instance used in Case 1.

<table>
<thead>
<tr>
<th>Implied</th>
<th>Explained</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A)</td>
<td>@Is(&quot;ANS&quot;, @CHUNK(&quot;P&quot;))</td>
</tr>
<tr>
<td>(B)</td>
<td>@STARTS_WITH(&quot;Question&quot;,&quot;how is&quot;)</td>
</tr>
<tr>
<td>(C)</td>
<td>@STARTS_WITH(&quot;Answer&quot;,&quot;by&quot;)</td>
</tr>
<tr>
<td>(D)</td>
<td>@Is(&quot;X&quot;,@Left(&quot;Y&quot;))</td>
</tr>
<tr>
<td>(E)</td>
<td>@Is(Answer,@DIRECT(@RIGHT(&quot;Y&quot;)))</td>
</tr>
</tbody>
</table>

Table 7: Logical Form from the example in Case 1.

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Matched</th>
<th>Correct</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>6</td>
<td>5</td>
<td>83.33%</td>
</tr>
<tr>
<td>-(C)</td>
<td>16</td>
<td>12</td>
<td>75.00%</td>
</tr>
<tr>
<td>-(D)</td>
<td>18</td>
<td>11</td>
<td>61.11%</td>
</tr>
<tr>
<td>-(E)</td>
<td>17</td>
<td>11</td>
<td>64.71%</td>
</tr>
</tbody>
</table>

Table 8: Hard matching result. “-(C)” means the constraint (C) in Table 7 is dropped in matching. Simple dropping strategy can extend the coverage of rules, with acceptable sacrifice in precision.

5 Preliminary Results

All results are preliminary. We’re still in the process of expanding the lexicon dictionary. The results will be improved when more NL explanations becomes parse-able. Currently, 42.92% of collected explanations can be parsed and successfully validated.

5.1 Case Study with Hard-matching

Case 1: Precision and Coverage Trade-off.

Similar to those labeling function in (Hancock et al., 2018) and (Wang et al., 2019), explanations tend to over-specific, which results in high precision but low coverage. Dropping one of the constraint can be considered as a straightforward way to soften the rule. Our results in Table 8 shows a larger coverage with acceptable accuracy.

When enforcing hard matching, we found 6 matches, 5 of which are acceptable in human examination. The answers provided in SQuAD may be slightly different from the hard-matched result because the varying length of span or whether prepositions such as “in” and “by” are included, which we believe are trivial.

We also tested a simple dropping strategy in rule matching. For example, if we do not require the answer to be directly following variable Y, 11 instances can be matched and answered in the whole SQuAD training set, 64.71% of the answers are
Table 9: Example hard match result from one rule. We observe that one question may be correctly answered in many ways. Small variations such as including “in” or dropping unnecessary details can also result in correct answers. The matched results are still useful in such cases.

<table>
<thead>
<tr>
<th>Question</th>
<th>Where do safari hunters usually stay?</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>safari hunters</td>
</tr>
<tr>
<td>Y</td>
<td>stay</td>
</tr>
<tr>
<td>Explanation</td>
<td>The question starts with &quot;where&quot;, so</td>
</tr>
<tr>
<td></td>
<td>the answer should be a place. “in” is</td>
</tr>
<tr>
<td></td>
<td>in the answer. X is within 2 words be-</td>
</tr>
<tr>
<td></td>
<td>fore Y. The answer is directly after Y.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question</th>
<th>Where does 112th Street start?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Answer (provided)</td>
<td>Morningside Heights</td>
</tr>
<tr>
<td>Answer (matched)</td>
<td>in Morningside Heights</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question</th>
<th>Where does digestion begin?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Answer (provided)</td>
<td>in the mouth with the secretion of</td>
</tr>
<tr>
<td>Answer (matched)</td>
<td>saliva and its digestive enzymes</td>
</tr>
</tbody>
</table>

6 Plans for Future Research

6.1 Compared Methods

We will compare our models with existing supervised and semi-supervised QA models.

Hard-matching. We directly evaluate test set by hard-matching the rules in $\mathcal{R}$.

Supervised. The $(q, C, A)$ triple in $S_a$ is used as training set to supervised learning models. Compared methods include (1) ALBERT (Lan et al., 2019), the most recent published state-of-the-art model on SQuAD 2.0 as of December 12, 2019; (2) BiDAF (Seo et al., 2016), a classical model that incorporates character-level, word-level, contextual information and allows attention flow; (3) BiDAF++ (Yang et al., 2018), which is an enhanced version of (Seo et al., 2016) by incorporating character-level models, self-attention and bi-attention.

Semi-supervised. The $(q, C, A)$ triple in $S_a$ and the whole unanswered set $S_u$ is used as training data. Compared methods include (1) GDAN (Yang et al., 2017); (2) Cloze-style Pretraining (Dhingra et al., 2018).

6.2 In-depth Analysis

Annotation Efficiency. To demonstrate that introducing natural language explanation is efficient compared to only providing an answer, we plan to do controlled experiments on the number of instances used and the annotation time used. For example, we check the number of instances used to train a supervised model that achieves the comparable score with our proposed method, and calculate the time used for annotation. The desired result will be our method saves annotation efforts.

Ablation Study. We plan to do ablation study on the fuzzy matching ability of $\text{String\_Matching}$, $\text{Location}$ and $\text{Logical}$ module.

Case Study. We plan to manually examine pseudo answers with high confidence. This will certify the interpretability and generalization ability of our proposed framework.

7 Conclusion

In this report we explore and discuss a potential way to augment question answering dataset with natural language explanations. The proposed framework follows previous work in relation extraction and aspect-based sentiment analysis (Wang et al., 2019). Several challenges are raised in extending previous work to QA, including finding the anchor word, dealing with multiple sentences, and dealing with span prediction instead of traditional classification. There are still lots of work left to be done in this project, including (1) further expanding the predicate and lexicon dictionary to achieve better parsing results; (2) discussing the mathematical details for modules used in evaluation; try out different implementations and select the most suitable one; (3) crowd-sourcing high-quality explanations. We believe studying annotation efficiency for question answering has great value in bridging the gap between research and real-world applications.
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