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Abstract

Collective Entity linking maps mentions of en-
tities in document to corresponding entries in
a Knowledge Base (KB) under the constraint
which keep the coherence of mention rela-
tions and entity relations. This course project
aims at handling collective entity linking via
Graph Neural Network (GNN). Specifically,
mentions in the same document are parsed as a
mention graph and the sub-graph consisting of
their candidate entities are extracted from the
whole Knowledge Base. Then, on the mention
and entity graphs, two graph neural networks
update the node representations and the match-
ing scores in an iterative manner. In this way,
the matching scores and node representations
can improve each other continuously, so that a
better mapping can be obtained. Experiments
shows that the proposed model outperforms
the existing graph neural network based meth-
ods and has performance close to the state of
the art method based on reinforcement learn-
ing.

1 Introduction

Entity linking, which aims at mapping the mention
of entities in corpus to corresponding entries in a
given knowledge base, supports many NLP tasks
like question answering(Sorokin and Gurevych,
2018). A typical paradigm of handling this task is
generating the candidate entity set based on some
rule based method like string matching, then apply
disambiguation method to select the correct entity
from candidate set. The key challenge in this pro-
cess is how to find referring entity from multiple
entities with similar (even exactly same) surface
name given the context of entity mention and the
information from knowledge base.

A straight froward method of handling disam-
biguation is to directly compare the similarity of a
mention and a candidate entity based on some ex-
tra information besides surface name, known as lo-
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Figure 1: A toy example illustrating global coherence.
The text contain two mentions: Armstrong and USC.
The mention ’Armstrong’ has two candidate entities:
Armstrong County (a place) and Neil Armstrong. The
mention "USC’ has to candidates: University of South-
ern California and University of South Carolina.

cal entity linking. Previous works have proposed a
lot of methods for such similarity comparison, in-
cluding manually designed features and represen-
tation learning. The manually designed features
are usually some statistic feature and rule based
similarity score like edit distance, suffix and pre-
fix relation, Jaro-Winkler distance and cosine sim-
ilarity of word frequency vector(Alhelbawy and
Gaizauskas, 2014; Pershina et al., 2015). The rep-
resentation learning methods usually apply neural
networks to encode the information from mention
context and knowledge base to embedding vec-
tors, then calculate the similarity based on them
(Francis-Landau et al., 2016; Cetoli et al., 2018).

Existing local linking methods performs well
when handling the disambiguation of a single
mention. However, sometimes there are multiple
correlated mentions referring to different entities
in one document or sentence. In this scenario, a
good mapping from mention to entities should pre-
serve the global coherence between mention re-
lation in the document and entity relation in the
knowledge base. Figure 1 illustrate global coher-
ence with a toy example. To address this issue, re-
searchers develop different methods to find global
coherent mappings. One typical idea is to con-



struct a candidat entity graph based on entity rela-
tion, then solve the entity linking as a graph rank-
ing problem via graph ranking methods (Alhel-
bawy and Gaizauskas, 2014; Pershina et al., 2015)
or graph neural network. (Cao et al., 2018).

However, the graph ranking based method only
explicitly model the relation of candidate entities
and their neighbors. The relations of mention are
only partly implicitly encoded in the mention con-
text feature via some manually designed rule in-
stead of machine learning method. This course
project proposes a new graph based method of
capturing global coherence. This method con-
struct a mention graph from the document and an
entity graph from the knowledge base, then solve
entity linking as a graph matching problem. An
iterative graph attention network continuously up-
date: (1) the matching score of each mention-
candidate pair; (2) the representation of mention
and entity representation and (3) the strength of
each edge in both mention graph and entity graph.
The matching score output by the last iteration
is then combined with some other local features
together to be the final feature containing both
global and local information. A neural network
select the best candidate based on the combined
feature. In this way, we explicitly model the rela-
tion in both mention and entity graphs and make
use of local and global information together. Ex-
periment results show that this model outperform
other graph-based method and get accuracy close
to the state of the art method based on sequential
decision process learningg.

In general, the contributions of this course
project are:

o | formulate the task of global entity linking
as graph matching problem on mention graph
and entity graph.

e [ propose an graph attention neural network
to iteratively find the matching from men-
tions to entities. This method is able to
overcome the drawback of traditional graph-
ranking based method.

e | conducted experiments on entity linking
datasets and compare the proposed method
with some baselines. I also compare the dif-
ferent variant of proposed methods to analyze
the influence of model designing and param-
eters.

2 Related Work

Entity linking aims at mapping mentions of enti-
ties in document to their corresponding entries in
a Knowledge Base (KB). Existing methods can be
divided into two classes: local methods and global
methods.

2.1 Local Entity Linking

Local methods directly measure the similarities of
a mention and its candidate entities given men-
tion context and entity knowledge from KB based
on manually designed features and/or representa-
tion learning. Manually designed features have
two popular branches: (1) string similarity like
edit distance, suffix and prefix relation, Jaro-
Winkler distance and cosine similarity of word fre-
quency vector (Pershina et al., 2015; Alhelbawy
and Gaizauskas, 2014) (2) and statistic features
like the Freebase Popularity Score which mea-
sures how popular an entity is in Freebase and
Wikipedia (Nebhi, 2013). While representation
learning methods usually apply neural network
like Convolutional Neural Network (CNN) and
Transformer to encode mention context, entity de-
scription (Francis-Landau et al., 2016; Ganea and
Hofmann, 2017).

2.2 Global Entity Linking

Different from local methods, global methods try
to find mention-entity mappings that not only con-
sider the local similarity but also preserve the co-
herence of mention relations and entity relations.
To this end, researchers develop different meth-
ods:

2.2.1 Graph ranking method

A typical idea of capturing global coherence is
to construct a candidate entity graph, where each
node is a candidate entity and each edge represent
the relation between two entity in the knowledge
base. Then, some ranking algorithm are applied to
calculate a score for each node as the coherence
feature. In (Alhelbawy and Gaizauskas, 2014)
PageRank algorithm is applied to measure the co-
herence of one entity to all possible mappings. In
(Pershina et al., 2015), Personalize PageRank al-
gorithm is applied to calculate the coherence of
one entity to each single single candidate of other
mentions based on both local similarity and candi-
date entity graph structure. In (Cao et al., 2018),
a learnable neural method based on graph neural



network is proposed to learn a supervised model
that predict the golden candidate directly.

2.3 Sequential decision process learning

Different from above graph based methods, DCA
(Yang et al., 2019) treats entity linking as a se-
quential decision process. In each decision step,
the model decides to link an entity to current men-
tion m;11 based on the embedding of all candi-
date entities of m;41 and the contextual represen-
tation from entities linked in previous steps. The
model can be trained in two manners: supervised
learning manner which trains the model to make
decisions with gold linked entities and reinforce-
ment learning manner which asks the model to
make decisions based on its own previous deci-
sions and only provides reward signals instead of
golden truth.

3 Task Definition and Challenge

3.1 Entity linking

Let D denote a document containing a set of
mentions M = {m1,ma,...,mp}. Given a
knowledge base K containing a set of entities
E = {e1,e2,...,¢p} and a link set L contain-
ing their relations, entity linking aims at find a
mapping f : M — FE that links mentions to
the referring entities. As it is unrealistic to use
machine learning model to calculate the similar-
ity scores of all mention-entity pairs in M x F,
people usually first use some heuristic algorithm
to filter out most of pairs and only generate a can-
didate entity set for each mention, then calculate
the matching scores of mention-candidate pairs
and link each mention to the candidate with high-
est score. We focus on the latter step known as
candidate entity ranking and assume a set C' =
{e(ma), e(m2), ..., c(ma)} where c(m;) is the
candidate set of mention m; has already been ob-
tained.

To get a good mapping, the entity linking model
should not only consider the similarity of each
mention-entity pair independently, but also pre-
serve global coherence.

3.2 Global coherence and challenge

Global coherence means that the relations between
mentions in a corpus should be consistent to the
relations among corresponding entities. Figure
1 is a toy example of global coherence. In this

example, as the two mentions in text are corre-
lated, their golden entities are very likely to be
correlated in the knowledge base. Therefore, the
’Armstrong’ should be linked to *Neil Armstrong’
and the "USC’ should be linked to *University of
Southern California’.

A straightforward method of preserving global
coherence is to add a ’global coherence score’
term into the general matching score. However,
precisely calculating the global score is confronted
of a challenge brought by its dependency to golden
entities. For example, in the toy example of Figure
1, when calculating the global coherence score of a
candidate entity of * Armstrong’, the model need to
know whether it is correlated to the golden entity
of "USC’, whose global score will be determined
by the model after the golden entity of ’Arm-
strong’ is decided. Consequently, the calculation
of global coherence score becomes a ’chicken-
and-egg’ problem. Although this challenge van-
ishes if we design a model that directly enumer-
ate all possible candidate entity combination and
calculate the matching scores between the combi-
nations and mention set, such model will not be
practical as it has a searching space with complex-
ity O(@™1), where ¢ is the average size of candi-
date entity sets and | V| is the number of mentions.

4 Proposed Method

Although precisely calculate the global score for a
mention correlated with multiple mentions with-
out golden entity is very challenging, it is pos-
sible to estimate the global score of a candidate
entity via iterative algorithms. Previous works
propose to use PageRank algorithm and its vari-
ant to calculate a global score as the estimation
of precise global coherence. However, having no
trainable parameters, they can not learn knowl-
edge from data by themselves. This course project
propose a graph neural network model that update
the matching score in an iterative manner so that
the estimation can be improved continuously.

The overview of proposed model is shown in
Figure 2. In the initial stage, the a mention graph
is constructed from corpus and an entity graph is
extracted from knowledge base. Through a pre-
trained local entity linking model, each mention
m; is represented as a local feature vector f(m;)
and each entity e; get an embedding vector v(e;).
After that, initial normalized matching scores of
mention-candidate pairs are calculated by the pre-
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Figure 2: The overview of proposed model. A pre-trained model represents mentions and entities as a local feature
vector. And initial matching scores of all mention-candidate pairs are calculated based on initial features. Then,
the representations and matching scores are updated in an iterative manner. In each iteration the representations are
updated based on current matching scores, and then the matching scores are updated based on new representations.

trained model. Then the model start an iterative
process. Each iteration contains two stages: repre-
sentation updating and matching score updating.

4.1 Representation updating

In each iteration, mention representation and en-
tity representations are updated via two graph
neural networks respectively. Denoting hlel, as
the hidden representation of entity e; in [-th
layer, the entity representations are calculated
via a graph attention aggregation layer similar as
GAT(Velickovi¢ et al., 2018):

hlejl =v(e;)' @ Z aé“ -v(ej) (D)
e; €N (e;)

where N (e;) is the neighbor set of e;, W, is the
parameter in this layer, aé“ is the weight of neigh-
bor e; in [ + 1-th layer and & is concatenate oper-
ator. This operation aggregate the information of
a candidate entity and its neighbors. To dynami-
cally model the importance of different neighbors,

we calculate aé-ﬂ as follows:

attt = softmaa:(hink -v(ej)) (2)

J

where my, is the mention whose candidate entity is
e; and hlmk is its representation in /-th layer. The
softmax operation is done among all neighbors of
one candidate entity. Here, we calculate the im-
portance based on the representation of mention
instead of the candidate entity. This is because a
neighbor entity related to the mention and its con-
text is more important than a neighbor with strong
correlation with the candidate.

At the same time, the mention graph is updated
by another graph attention layer.

hf\Jfr(lmi) = Atten({hﬁnﬂmj e N(m;)U{m;}})
hﬁ:lril = f(mi) ® hj\—if_(lmi)

3)
where Atten is a graph attention layer from
(Velickovi¢ et al., 2018), which calculate the ag-
gregation feature of of neighbors and the central
mention based on the summation weight from at-
tention mechanism. The local feature f(m;) is
concatenated to the representation from attention
layer to enhance the representation.

4.2 Matching score updating

In this step, the normalized matching scores are
calculated based on mention and entity represen-
tations representations. The matching strength in [
layer is calculated via a bi-linear model:

¢'(mi,ej) = (hjp,)" - A" bl )

where A! is the parameter of bi-linear model in
layer I. As we hope the matching score of a
mention-candidate pair can represent the probabil-
ity that it is the golden pair, so that we can use the
score to estimate the golden entity representation.
So, we use a softmax function to normalize the
matching strength:

exp (¢! (mi, €)))
ZekEC(mi) eXp (gbl(mi? ek))

@' (my,ej) = 5)



Method AIDA-B | ACE2004 | AQUAINT | MSNBC | CWEB | WIKI
PPRforNED 91.82 X X X X X
NCEL 80 88 87 X X X
Pure Feature Extractor 90.88 86.92 84.6 91.97 70.07 | 74.37
DCA 94.64 90.14 88.25 93.8 75.59 | 78.84
Our Method 92.4 88.5 87.0 93.8 73.1 76.3

Table 1: The current result of baseline performance.

4.3 Entity Disambiguation

Following (Yang et al., 2019), we treat the match-
ing score of mention-entity pair (1m;, e;) output by
the last iteration as global coherence feature, de-
noted as C'oh(m;, ej). Then we concatenate it to-
gether with the three local similarity scores: (1)
Mention-entity Prior P(m;, e;), which is the prior
possibility that mention m; refers to entity e; a
estimated from Wikipedia; (2) Context Similar-
ity which is the local similarity score calculated
based on the output of the local feature extractor
and (3) Type similarity, which represent the simi-
larity of the entity’s type (person, orgnization ......)
and the possible type of the mention inferred by a
typing system (Xu and Barbosa, 2018). Then we
use a multi-layer perceptron (MLP) to predict the
the golden entity based on the concatenation of lo-
cal and global feature. Cross entropy loss function
is applied to train the model end-to-end.

S Experiment Design and Current Result

5.1 Datasets and Experiment Setting

Following existing works, we use Wikipedia as
knowledge base. The datasets in this course
project include:

e AIDA contains 1393 documents and 27724
mentions. It contain three subsets: AIDA-
train with 946 documents, AIDA-A with
216 documents and AIDA-B with 231 doc-
uments.

e AQUAINT contains 50 documents and 727
mentions.

e ACE2004 contains 36 documents and 257
mentions.

e MSNBC contains 20 documents and 656
mentions.

e CWEB contains 320 documents and 11154
mentions.

e WIKI contains 320 documents and 6821
mentions.

5.2 Baseline for comparison

Three global models that represent different types
of entity linking will be evaluated as baselines:

o PPRforNED(Pershina et al., 2015) applies
personalized PageRank algorithm to calcu-
late the global score of an entity. This model
has no trainable parameters and represent the
type of entity linking algorithms that do not
apply machine learning.

o NCEL(Cao etal., 2018) applies graph convo-
lutional networks(Kipf and Welling, 2017).
It represent graph based global entity linking
models. This model does not make use pre-
trained feature extractor. Instead, it use some
rule based score to transform word embed-
ding to features, then concatenate the features
to the entity’s knowledge embedding as node
feature.

e DCA(Yang et al., 2019) considers entity link-
ing as a sequence decision problem and pre-
serve the global coherence to linked men-
tions. In this way, the computational com-
plexity is reduced. This model has two
version: supervised learning version which
has the best In-domain performance and re-
inforcement learning version which has the
best Cross-domain performance. As in our
experiments, most dataset are cross-domain,
we select the result of DCA of reinforcement
learning version.

As the first method require Freebase Popular-
ity Score from a API whose access has been
closed by Google as an important feature, we can
only compare our model with it on the AIDA-
B dataset. Meanwhile, as the author of the sec-
ond method only provide the embedding they used
in on ADIA-B, AQUAINT and ACE2004 dataset,



Variant AIDA-B | ACE2004 | AQUAINT | MSNBC | CWEB | WIKI
Variant 1 (No Neighbor Entity) 92.5 89.3 87.2 93.0 72.5 76.1
Variant 2 (No Attention Layer) 60.3 80.1 84.8 67.2 65.7 61.0
Our Method 92.4 88.9 87.0 93.8 73.1 76.3

Table 2: The ablation test result of removing neighbors of candidate entities and replacing graph attention layer

with graph convolution layer.

Iteration Number | AIDA-B | ACE2004 | AQUAINT | MSNBC | CWEB | WIKI
2 92.4 88.1 86.0 93.2 73.5 76.0
3 91.9 88.9 86.6 94.0 73.3 76.1
4 92.4 88.9 87.0 93.8 73.1 76.3
5 92.0 87.7 87.0 94.4 73.4 76.0

Table 3: The parameter analysis of iteration number.

we only compare our model with NCEL on these
three datasets.

5.3 Hyper-parameter and Experiment
Setting

For the hyper parameter of our method, we set the
hidden dimension as 1024 and iteration number as
4. T construct the mention graph as a fully con-
nected graph where all mentions within the same
document are connected to each other. I select
the attention based feature extractor in (Ganea and
Hofmann, 2017) as the pre-trained local feature
extractor for both of our method and DCA. As
NCEL does not make use pre-trained feature ex-
tractor, we just follow the original setting in the
paper to apply their own word embedding.

As the size of some public datasets in entity
linking task are relatively small for training deep
neural networks, following previous works, our
model and DCA will be trained on AIDA-train
and AIDA-A will be used as validation set. Then,
the model will be evaluated on AIDA-B and other
datasets. For NCEL, we use the parameter trained
on a dataset constructed by the authors for train-
ing.

5.4 Comparison with Baselines

The current result is shown in Table 1. Besides the
baselines of collective entity linking, the results of
pure feature extractor are also included. From the
results, we can have following conclusion:

e Our method outperform the pure feature ex-
tractor. This phenomenon indicate that our
method is able to make use of global coher-
ence to give better prediction than pure local
feature.

e Our method outperform the both of the
PageRank based and Neural Network based
graph ranking based methods. This phe-
nomenon indicate that treating entity linking
as graph matching method and solving it via
graph neural network is a better paradigm for
graph based methods.

e Our model does not outperform the DCA
method on any dataset. It shows that our
model still require improvement. Improve
the architecture of the graph attention layer
might be a possible solution.

5.5 Ablation Test and Parameter Analysis
5.5.1 Ablation Test

In this section, we compare our model with two
variants. The first variant (Variant 1) removes the
graph neural network on entity graph and can not
make use of the information from the neighbor
of candidate entities. On the first three datasets
(AIDA-B, ACE2004 and AQUAINT), our model’s
performance is lower than Variant 1, but very close
to its performance (0.23% on average). But on the
other three datasets (MSNBC, CWEB and WIKI),
our model outperform the Variant 1 by 0.53% on
average. This phenomenon shows that the neigh-
bor information of candidate entities do have a lit-
tle contribution to the model.

The second variant (Variant 2) replace the graph
attention layer with simple graph convolutional
layer. As we can see, this change causes the
performance to drop seriously. Its performance
is even not better than the pure feature extractor.
This phenomenon indicate the importance of us-
ing attention mechanism to dynamically infer the



strength of different relations in mention and en-
tity graph. The simple graph convolution opera-
tion brings noise rather than information when the
mention graph is constructed as a fully connected
graph.

5.5.2 Parameter Analysis of Iteration
Number

The experiments of trying different Iteration Num-
bers is conducted to analyze the influence of this
hyper parameter. The results are shown in 3. The
performance of proposed model changes very lit-
tle, indicating the robustness of our model to the
iteration number. I select 4 as the hyper parame-
ter in the previous experiments because on average
this choice brings the best performance.

6 Future Work

The experiment results indicate both of the ad-
vantage and disadvantage of the proposed model
based on iterative graph attention network. In the
future, I plan to make more experiments like ob-
serving the attention weights to find the method of
improve the model’s performance further so that it
can achieve state of the art and can be submitted
to conference of NLP.
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