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Abstract

Given a set of common concepts like “{apple
(noun), pick (verb), tree (noun)}”, humans find
it easy to write a sentence describing a gram-
matical and logically coherent scenario that
covers these concepts, for example: “a boy
picks an apple from a tree”. The process
of generating these sentences requires humans
to use commonsense knowledge. We denote
this ability as generative commonsense reason-
ing. Recent work in commonsense reasoning
has focused mainly on discriminating the most
plausible scenes from distractors via natural
language understanding (NLU) settings such
as multi-choice question answering. However,
generative commonsense reasoning is a rela-
tively unexplored research area, primarily due
to the lack of a specialized benchmark dataset.

In this paper, we present a constrained natu-
ral language generation (NLG) dataset, named
COMMONGEN, to explicitly challenge ma-
chines in generative commonsense reasoning.
It consists of 30k concept-sets with human-
written sentences as references. Crowd-
workers were also asked to write the rationales
(i.e. the commonsense facts) used for gen-
erating the sentences in the development and
test sets. We conduct experiments on a vari-
ety of generation models with both automatic
and human evaluation. Experimental results
show that there is still a large gap between
the current state-of-the-art pre-trained model,
UniLM, and human performance. !

1 Introduction

Commonsense reasoning, the ability to make ac-
ceptable and logical assumptions about ordinary
scenes in our daily life, has long been acknowl-
edged as a critical bottleneck of artificial intelli-
gence and natural language processing (Davis and

'Our data/code/appendix are submitted and will be public.
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A concept-set
' . Rationales (i.e. commonsense knowledge):
Generative .

- apples grow in trees;

Commonsense _ bags are containers that you can put something in;

Reasoning - you usually pick sth. and then place it in a container;
Scenes
A boy picks some apples from a tree and places them into a bag.

A boy picks some bags from a tree and places apples into them.
A boy picks some apple trees and places them into bags.

Two girls place some apples on a tree and pick some bags.

Figure 1: A motivating example for generative com-
monsense reasoning and the COMMONGEN task.

Marcus, 2015). A distinct characteristic of com-
monsense reasoning problems is that they are triv-
ial for humans but surprisingly challenging for
machine models, especially in a generative set-
ting. For instance, given a collection of concepts
(or. concept-set) “{apple (noun), bag (noun), pick
(verb), place (verb), tree (noun)}”, what sentences
could we come up that both use all the words in the
concept-set and are general enough to be consid-
ered an everyday scenario?

Humans can easily come up with sentences that
fit this criteria, for example: “a boy picks some
apples from a tree and places them into a bag >,
as shown in Figure 1. Considering the size of the
potential search space, all possible word sequences
containing the words in the concept-set, as well as
the cost of comparing each possible sequence’s us-
age of commonsense logic, it becomes abundantly
clear that this task is non-trivial for a machine. To
effectively generate a sentence that incorporates all
given concepts and describes a plausible everyday
scenario, a reasoner needs to be able to discern
which relations between the concepts in the set are
logically sound, grammatically correct and will re-



sult in a common place scenario being described.
We term this ability as “generative commonsense
reasoning”. Empowering machines with such rea-
soning ability is challenging, because it inherently
requires complex compositions of various types
of commonsense knowledge such as spatial rela-
tions, object properties, human behaviors, social
conventions, temporal events, etc.

Most existing tasks targeting commonsense rea-
soning are framed as natural language understand-
ing (NLU) tasks (Storks et al., 2019) in the form of
multi-choice question answering (QA), such as the
CSQA (Talmor et al., 2019) and SWAG (Zellers
et al., 2018) datasets. These tasks ask reasoners to
compare the possibilities of multiple given scenes
(constructed by combining each answer choice with
the question’s context) and choose which would be
most plausible in daily life. The major disadvan-
tage of discriminative commonsense reasoners is
that they are less practical in real life situations
where no pre-defined choices are given.

As we seek to advance machine commonsense
reasoners beyond the current success of discrim-
inative reasoning and towards tasks that require
more generative reasoning, a crucial step is con-
ferring them with the ability to move from multi-
choice QA to natural language generation (NLG).
We argue that generative commonsense reasoning,
which can be viewed as a way of modeling prior
distributions of everyday scenes conditioned on
the given concepts, can benefit many downstream
applications. For example, recent research in the
“language and vision” community finds that com-
monsense reasoning is a significant bottleneck for
scene cognition (Zellers et al., 2019a). Tasks such
as image and video captioning (Qiao et al., 2019;
Wang et al., 2019), scene-based visual reasoning
and question answering (Zellers et al., 2019a; Hud-
son and Manning, 2019), storytelling (Guan et al.,
2018; Yang et al., 2019b), as well as dialogue sys-
tems (Zhou et al., 2018a,b)could all benefit from
improved generative commonsense reasoning. Un-
fortunately, this important research direction is
under-explored because the community lacks an
appropriate problem statement and a large-scale
benchmark dataset to experiment on.

To this end, we create a large-scale benchmark
dataset, named COMMONGEN, as a challenging
constrained text generation task shown in Fig-
ure 1. We sample 29,559 diverse concept-sets
from several large corpora of image and video cap-

tions. Through additional crowd-sourcing via Ama-
zon Mechanical Turk®> (AMT), we obtain 49, 129
human-written sentences. For each example in the
development and test set, we collect on average
four sentences. The crowd-workers are also asked
to explicitly write rationale sentences about the
commonsense knowledge that they have used for
generating the sentences. These additional sen-
tences can not only be leveraged as further context
in the task, but also act as a quality assurance mea-
sure, as the workers are forced to think about the
assumptions they are making and whether those
assumptions are indeed commonsense.

To understand the difficulty of COMMONGEN,
we utilize the largest commonsense knowledge
graph, ConceptNet (Speer et al., 2017), to ana-
lyze the connectivity and relation type distribution
among the input concept-sets. We also investigate
several sophisticated sequence generation methods
on the task with extensive and carefully designed
automatic and manual evaluation. We find that even
though UniLM (Dong et al., 2019), the state-of-
the-art language generation model pre-trained with
BERT, achieves the best performance for many met-
rics, there is still a substantial gap between UniLM
and human performance.

2 Problem Formulation

In this section, we formulate the proposed COM-
MONGEN task with mathematical notations and
discuss its inherent challenges. The input to
the task is an unordered set of k concepts z =
{c1,¢9,...,c1} € X (i.e. a concept-set), where
each concept ¢; € C is a common noun or verb
word. Let X denote the space of all possible
concept-sets and C denote the concept vocabulary,
which is a subset of the ConceptNet vocabulary.
The expected output of the task is a simple, gram-
matical sentence y € ) that describing a common
scene in our daily life, covering all given concepts
in . A scene sentence can depict either a static
situation like an image caption or a short series of
actions like the caption of a video clip. Note that
other forms of given words are also accepted, such
as plural forms of nouns and verbs. The task is to
learn a structured predictive function f : X — ),
which maps a concept-set x to an associated sen-
tence y. Thus, it can be seen as a special case of
constrained text generation (Hu et al., 2017). The
unique challenges of this task come from two major

https://www.mturk.com
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aspects as follows.

Constrained Sentence Decoding. Lexically con-
strained sentence decoding has been studied in the
machine translation community (Hokamp and Liu,
2017). They mainly focus on the situation when
specific alignment of words or phrases (e.g. termi-
nology) must present in target sentences. Simply
ordering a bag of words for recovering a complete
sentence based on syntactic information (Zhang
and Clark, 2015) has also been investigated. How-
ever, it is still an open problem how to generate
sentences given an unordered set of multiple key-
words with potential morphological changes (e.g.
“pick” — “picks”). Apart from that, the part-of-
speech constraints also brings more difficulties (e.g.
“place” can be verb/noun).

Relational Reasoning with Commonsense. Ex-
pected generative reasoners should prioritize the
most plausible scenes over an infinite number of
less plausible scenes, such as “a boy picks an apple
tree and places it into bags” or “a boy places some
bags on a tree and picks an apple”. This not only
requires understanding commonsense relations be-
tween each pair of concepts individually, but also
finding the best composition of them with global re-
lation reasoning. The underlying reasoning chains
are inherently based on a variety of background
knowledge about 1) spatial relations (e.g. “apples
are usually located on the trees”), 2) object proper-
ties and 3) physical rules (e.g. “bag is a container;
apples are smaller than bags; containers are used
for placing objects smaller than them”), 4) tempo-
ral event knowledge of human behaviors (e.g. “you
pick something first and then place them in to a
container’”), 5) social conventions, etc. These com-
monsense facts or truisms may not be recorded in
any existing knowledge bases, and thus the task can
be also viewed as learning to querying them from
textual corpora towards generating a sentence.

3 The COMMONGEN Dataset

We now introduce the construction and analysis of
the proposed COMMONGEN dataset in this section.
To ensure that the concepts in each input concept-
set are likely to be present together in a everyday
scene, we utilize a wide range of existing caption
corpora for sampling frequent concept-sets (Sec-
tion 3.1). We also carefully control the overlap be-
tween the training set and dev/test set, such that the
task is more challenging in terms of generalization
of the reasoning ability of interest. Afterwards, we

employ workers on the crowd-sourcing platform
AMT for collecting more human-written sentences
(Section 3.2), and thus enrich the diversity of de-
velopment (dev) and test set. Finally, we show the
statistics of the COMMONGEN dataset, and utilize
ConceptNet as an intermediate tool to investigate
the concept connectivity and the distribution of
various knowledge types (Section 3.3).

3.1 Collecting Concept-Sets from Captions

It is obviously nonsense if we ask a reasoner to gen-
erate a scene about an arbitrarily combined concept-
set, which is even impossible for humans. The ex-
pected input concept-sets of our task are supposed
to be very likely to co-occur in common, daily-life
scenes. Such everyday scenarios are ubiquitous in
images and video clips, and this leads to think about
using image/video captioning datasets as a natural
resource for collecting concept-sets and sentences.
We therefore collect a large amount of caption sen-
tences from all publicly available visual caption
corpora, including image captioning datasets, such
as Flickr30k (Young et al., 2014), MSCOCO (Lin
etal., 2014), Conceptual Captions (Sharma et al.,
2018), and also video captioning datasets such as
LSMDC (Rohrbach et al., 2017), ActivityNet (Kr-
ishna et al., 2017), and VATEX (Wang et al., 2019)

We first conduct part-of-speech tagging over
all sentences in the corpora such that words in
sentences can be matched to the concept vocabu-
lary of ConceptNet. Then, we compute the sen-
tence frequency of concept-sets that consist of
3~5 concepts. That is, for each combination of
three/four/five concepts in the vocabulary, we now
know how many sentences are there in the caption
corpora which cover all of them.

Towards building a more representative dataset,
we expect our selected subset of concept-sets can
reflect the distribution in the real world. A straight-
forward intuition is to directly treat the frequency
as the measure of likelihood of concept-sets, and
then conduct probabilistic sampling based on this
distribution. However, this method tends to sample
concept-sets that contain one or two single highly
frequent concept, thus leading to corpus-dependent
bias. Also, merely using the sentence number can
be imprecise to measure the scene diversity since
many images and videos were sampled interdepen-
dently. We therefore design a scoring function to
weight a concept-set  to incorporate diversity and



Statistics | Train Dev Test
# Concept-Sets 27,069 993 1,497
Size=3 20,580 493 -
Size=4 4,207 250 747
Size=5 2,282 250 750
# Sentencens 39,069 4,018 6,042
Average Length 10.85 13.15 13.80
Concept Vocab Size 6,643 813 1,351
Intersection w/ Train 100%  88.43%  85.94%

Table 1: The basic statistics of the COMMONGEN data.

penalty of inverse set frequency:
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We denote S(z) as the set of different sentences
that contain all its concepts {c1,ca,...,cx} = x,
s; as one of the sentences, and |S(x)| to be the
number of sentences. The second term is to di-
vide the number of unique words in these sen-
tences by the sum of the lengths of all the sen-
tences, which can roughly represent the diversity
of the scenes described in these sentences. Then,
we times the result with the last term p(x) =
|X|/(maxe,eq [{z' | ¢; € 2/ and 2/ € X'}|). The
idea is to find the concept in z that has the max-
imum set frequency (i.e. the number of different
concept-sets (with non-zero weight) contains it),
and then take the inverse with normalization of the
number of all concept-sets. This penalty effectively
controls the bias towards highly frequent concepts.
With the distribution of such scores, we sample
100k concept-sets as candidate inputs.

3.2 Crowd-Sourcing References via AMT

Although the human-written sentences in the cap-
tion corpora can be seen as quality annotations for
the COMMONGEN task as well, they were writ-
ten with specific visual context (i.e. an image or a
video clip). Toward better diversity of the scenes
about sampled concept-sets and more rigorous eval-
uation for systems, crowd-sourcing additional hu-
man references is necessary that are written with
only concept-sets as the context. We decide to use
the AMT platform? for collecting such sentences
for covered the top-ranked 2,500 concept-sets in
the sampled results, due to the expensive cost of
human efforts in writing sentences and the diffi-
culty in verifying the quality of collected sentences.
Each of them is assigned to at least three different

3The instruction and user interface are shown in Appendix.
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Figure 2: Connectivity on ConceptNet between con-
cepts in 5-size-concepts in the COMMONGEN test set.

workers. To force workers to write about everyday
scenarios about given concept-sets, we ask them to
write rationale sentences as well to explain what
commonsense facts they have used.

We use these 2,500 concept-sets as the dev and
test set examples for their higher weights and better
diversity of human-written sentences. Furthermore,
we use the remaining concept-sets as the training
examples, for which we use the associated captions
as the target outputs. Note that we explicitly control
the overlap between the training and dev/test ex-
amples by filtering training concept-sets that have
more than two overlapping concepts with any ex-
ample in the dev/test set. The basic statistics of
the final dataset is shown in Table 1. There are on
average four sentences for each example in dev and
test sets, which provide a richer and more diverse
test-bed for further automatic and manual evalua-
tion. Note that there are about 12/15% of concepts
in dev/test set that are unseen in the training set,
which can thus assess the generalization ability.

3.3 Analysis about Commonsense Knowledge

We here introduce deeper analysis of the dataset
by utilizing the largest commonsense knowledge
graph (KG), ConceptNet (Speer et al., 2017), as an
tool to study connectivity and relation types.
Connectivity Distribution. Obviously, if the
concepts inside a given concept-set is more densely
connected with each other on the KG, then it is eas-
ier to write a scene about them. In each 5-concept-
set (i.e. a concept-set consists of five concepts),
there are 10 unique pairs of concepts, the connec-
tions of which we are interested in. As shown in
Figure 2, if we look at the one-hop links on the KG,
about 60% of the 5-concept-sets have less than one
link among all concept-pairs. On the other hand,
if we consider two-hop links, then nearly 50% of
them are almost fully connected (i.e. each pair of
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Figure 3: One/two-hop relation frequency in the COMMONGEN dev.&test sets on ConceptNet.

concepts has connections). These two observations
together suggest that the COMMONGEN has a rea-
sonable difficulty: the concepts are not too distant
or too close, and reasoning about the associated
scenes is thus neither too difficult nor too trivial.

Relation Distribution. Furthermore, the rela-
tion types of such connections can also tell us what
kinds of commonsense knowledge are potentially
useful for relational reasoning towards generation.
We report the frequency of different relation types*
of the one/two-hop connections among concept-
pairs in the dev and test examples in Figure 3. In
both cases, we find most frequent relation types
are about 1) spatial knowledge(e.g. ATLOCATION,
LOCATEDNEAR), 2) object properties (e.g. USED-
FOR, CAPABLEOF, PARTOF, RECEIVEACTION),
3) human behavior and social conventions (e.g.
CAUSEDESIRE, MOTIVATED), 4) temporal knowl-
edge (e.g. [First/Last-]SUBEVENT, PERQUISITE),
and 5) other general commonsense (e.g. RELAT-
EDTO, HASCONTEXT, ISA).

4 Methods

In this section, we briefly introduce the adopted
baseline methods that are tested on the proposed
COMMONGEN task. As there is no principled
approach for the proposed setting, to the best of
our knowledge, we mainly consider it as a condi-
tional sentence generation task that can be solved
by many sequence-to-sequence (seq2seq) models.

“More explanations are at https://github.com/
commonsense/conceptnet5/wiki/Relations.

Encoder-Decoder Models. Bidirectional RNN
(“bRNN”) and Transformer (Vaswani et al., 2017)
(“Trans.”) are two most popular architectures for
seq2seq learning. We use them with the addi-
tion of attention mechanism (Luong et al., 2015)
with copying ability (Gu et al., 2016), which are
based on an open-source framework OpenNMT-
py’ (Klein et al., 2017). To alleviate the influence
from the concept ordering in such sequential learn-
ing methods, we randomly permute them multiple
times for training and decoding and then take take
average performance. To explicitly eliminate the
order-sensitivity of inputs, we replace the encoder
with a mean-pooling based MLP network for the
bRNN (“Mean Seq”). Similarly, we consider re-
moving the position embedding module from the
Transformer as well (“Set. Trans.”).

Non-autoregressive generation. Recent ad-
vances (Lee et al., 2018; Stern et al., 2019) in
conditional sentence generation have an embeding
interest on (edit-based) non-autoregressive gener-
ation models, which iteratively refine generated
sequences (usually bounded by a fixed length). We
assume that these models potentially would have
better performance because of explicit modeling
on iterative refinements, and thus study the most
recent such model Levenshtein Transformer (Gu
et al., 2019) (LevenTrans.).

The SOTA Pre-trained NLG model. We employ
a novel unified pre-trained language generation
model, named UniLM (Dong et al., 2019), which

Shttps://github.com/OpenNMT/OpenNMT-py
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uses pre-trained BERT as the encoder and then
fine-tunes its whole architecture with many dif-
ferent generation objective. It achieved the state-
of-the-art performance on many generation tasks
including summarization, question generation, etc.

Imposing Commonsense Knowledge. Recent
work (Lv et al., 2019) finds that the OMCS cor-
pus (Singh et al., 2002), which has derived the
ConceptNet, is a valuable resource for retrieving
relevant commonsense facts for discriminative rea-
soning about questions. We follow the same steps
to retrieve related facts by querying input con-
cepts. Then, we concatenate them with the origi-
nal concept-sets as the final input sequence to the
above-mentioned methods (‘“w/ omcs”), mimicking
abstractive summarization tasks.

5 Evaluation

In this section, we first introduce our metrics for
automatic evaluation, then analyze the performance
of tested systems, and finally provide carefully de-
signed human evaluation analysis and case study.

5.1 Automatic Metrics

Following other conditional language generation
tasks, we use several widely used automatic met-
rics to automatically assess the performance, such
as BLEU-3/4 (Papineni et al., 2001), ROUGE-
2/L. (Lin, 2004), METER (Banerjee and Lavie,
2005), which mainly focus on measuring surface
similarities. In addition, we can also regard COM-
MONGEN task as also a captioning task, where con-
text are concept-sets instead of real visual signals.
Therefore, it is more suitable to use specialized
caption evaluation metrics such as CIDEr (Vedan-
tam et al.,, 2014) and SPICE (Anderson et al.,
2016) . Towards more task-specific evaluation,
we first report the concept coverage in system pre-
dictions. “PosCov.” stands for the average per-
centage of input concepts that are present in the
system predictions with correct part-of-speech re-
quirement, while “LemCov.” only requires matches
after lemmatization.

We also propose a novel metric specially de-
signed for the COMMONGEN, named PivotBERT,
on the top of BERTScore (Zhang et al., 2019) which
is a recently proposed embedding-based metric.
Concretely, we first utilize a dependency parser to
parse both system-generated sentences and human
references, then compute the recall score in terms
of “shortest paths” between given concepts, and

finally times BERTScore. For example, given a ref-
erence sentence “‘a man picks some apples from a
tree and puts them into a bag ”, we can find all valid
shortest paths between any pair of given concepts
(underlined) as pivots in its dependency parse tree,
such as the path between “tree” and “bag” will

be “tree 2 pick con put nmod bag” (V). A
failed prediction like ““a boy picks some bags from

a tree and puts apples into them” thus cannot recall

. . [ d
the previous path because it produces “free ———s

pick % bag” (X). Then, with such computed
path-level recall score (i.e. PivotScore), we can
focus on the the relations between given concepts
in system predictions and human references. We
further times PivotScore with BERTScore for its
better assessment the semantic similarity.

To estimate human performance within each
metric, we iteratively treat each reference sentence
in dev/test data as a “system” prediction to be com-
pared with all other references. Thus, systems that
have equivalent reasoning ability as crowd workers
on average should exceed this “Human Bound”.

5.2 Experimental Results

Table 2 presents the experimental results® of all
methods in terms of different metrics. The order-
insensitive method “Mean Seq.” outperforms its
order-sensitive counterparts like “bRNN”, but such
a marginal improvement is not seen in the com-
parison between ‘“Trans.” and “Set. Trans.”. We
assume that for short sequences the order sensitiv-
ity does not harm Transformer encoders too much,
but positional embeddings are quite necessary to
ensure its self-attention mechanism.

We find that vanilla Transformer architectures
are not outperforming simpler models like bRNN,
which probably is because of its complex structure
needs more carefully tuning or a specially copying
attention in this setting. The better performance in
edit-based Transformer model, LevenTrans, also
suggests that, yielding the best performance among
models without pre-training. We argue that the non-
autoregressive models with iterative refinement on
previously decoded sentences are more promising
in our setting, as our inputs can be naturally viewed
as incomplete sentence prototypes.

The best model is UniLM, which makes sense
for its powerful pre-trained encoder BERT. We be-

Implementation details like hyper-parameters about train-
ing/decoding are detailed in the reproducibility instructions
within the submitted code. The dev results are in Appendix.



Model ROUGE-2/-L BLEU-3/-4 METER | CIDEr SPICE | PosCov. LemCov. PivotBERT
Mean Seq. 330 1935 | 660 240 | 1350 | 434 1300 | 3126 4405 147
bRNN 290 1925 | 550 200 | 1270 | 399 1060 | 3030 4225 1.22
bRNN w/OMCS | 4.15 2174 | 7.70 280 | 1510 | 522 1430 | 3720  50.67 1.19
Set. Trans. 159 1296 | 320 120 | 8.60 202 7.00 | 17.71 24.10 0.92
Trans. 228 1404 | 430 200 | 9.10 231 750 | 1900 2419 0.86
Trans. w/ OMCS | 1.73 1281 | 420 140 | 9.0 248 810 | 1493 2087 0.32
LevenTrans. 574 2124 | 880 400 | 1330 | 372 1400 | 3293  36.80 291
UniLM 2157 4196 | 3830 27.50 | 2940 | 1492  29.90 | 86.71 90.13 29.05
UniLM w/ OMCS | 20.77 41.25 | 3640 2570 | 29.30 | 14.08 2920 | 86.32  89.42 27.87
HumanBound | 48.88 63.79 | 4820 4490 | 3620 | 4353 6350 | 9597 99.31 54.55

Table 2: Experimental results of different baseline methods on the COMMONGEN test set.

Mean Set. Trans. bRNN Leven UniLMHuman Overall

N/A 65.6 438 69.1 411 | 51 2.2 11.82
344 N/A | 62 792 458 | 0.0 0.0 4.89
56.2 1 93.8 N/A 75.0 750 54 00 9.67
309 20.8 250 N/A 253 | 2.9 0.5 5.32
589 542 250 747 N/A | 54 00 11.98
949 100.0 94.6 97.1 94.6 N/A 175 72.07
97.8 100.0 100.0 99.5 100.0 825 N/A 92.74

Figure 4: Pair-based human evaluation results.

lieve the masked language modeling (MLM) task
of BERT, which aims to predict missing words, is
similar to our task. Also, the further fine-tuning
tasks of language generation enable UniLM to bet-
ter rearrange words for completing sentences. This
result also suggests that further modifying over
pre-trained models is a promising direction for gen-
erative commonsense reasoning.

The use of the OMCS corpus helps the
bRNN method, but decreases the performance
of Transformer-based methods. We think this
is mainly because the order of OMCS sentences.
Transformer-based models explicitly use position
embedding to deal with the forgetting issue in en-
coding long sequences, but this becomes a harmful
way when the ordering of words or sentences does
not have meaningful patterns. Instead, RNNs do
not have explicit assumptions on the word/sentence
ordering when encoding long sequences. We argue
that imposing commonsense knowledge with addi-
tional graph structures (Lin et al., 2019) is a more
promising future direction for the COMMONGEN
task as graphs are naturally order-insensitive.

5.3 Human Evaluation

To better compare the tested models, we conduct
specialized human evaluation. For each instance in
the test set, we build anonymized pairs of sentences
that come from two different models, and then we
ask human to judge which scene is more plausible
about given concepts. Note that we only compare

sentence-pairs that have the same covered words,
such that human judges’ can focus on evaluating
the plausibility. Judges can also choose “equal”
when they think a pair of sentences are equally
plausible. We also regard human references as a
kind of model predictions here.

From the matrix in Figure 4, we can clearly com-
pare every pair of models. Each entry means the
average percentage that a row-model (green names)
produce better sentences than a column-model (red
names). For instance, the left-bottom cell “97.80”
means that 97.8% of the sentence pairs, judges pre-
fer the human references over the result from the
“Mean Seq.” model. These numbers only reflect the
plausibility under the situations where both mod-
els have the same covered concepts, so we further
weight them by their “PosCov.” scores for the final
weighted overall performance.

5.4 A Case study

Table 3 shows the predictions of different models
and human reference about an input concept-set®.
We can find that bRNN and MeanSeq can hardly
cover all of the given concepts, and the sentences
are not quite grammatical. The LevenTrans model
performs better in covering more concepts with
correct preposition words but produces repetition
of words. The two UniLM model both miss a con-
cept but are significantly better than other baseline
methods. However, “diving into an object” does
not make sense, and it is much less plausible that
“someone retrieves an object and then throws it
away in a pool” than the scenarios of human ref-
erences. This suggests that their main drawback
is the lack of more thorough and comprehensive

"We recruit five college students who are English speakers.
The Pearson-correlation among their final scores is 0.915,
which indicates a high inter-annotator agreement.

8More studies is in the submitted Appendix.



Concept-set ‘ {dive (verb), object (noun), pool (noun), retrieve (verb), throw (verb)}

LevenTrans

bRNN
MeanSeq.
bRNN*
Trans.

A man is holding a retrieve and then flings the object .

A pool of people on floor with their mustache clearing an object .
A person retrieves a table object to threw breast.

A man is diving down at an object and an object .

A man retrieves an object and throws it into a pool .

A man dives into an object in a pool and retrieves it .

UniLM*
UniLM

A man stands on stage picks up an object from his hands while he watch .

References

The woman threw an object in the pool and the dog dove to retrieve it .
A man dived into the pool to retrieve the object he threw in it .

Table 3: A qualitative case study. (* = “w/ omcs”).

relational reasoning with commonsense knowledge
(e.g. temporal events/human behavior here).

6 Related Work

Machine Common Sense. There are many emerg-
ing datasets for testing machine commonsense
from different angles, such as commonsense ex-
traction (Xu et al., 2018; Li et al., 2016), next
situation prediction (SWAG (Zellers et al., 2018),
CODAH (Chen et al., 2019), HellaSWAG (Zellers
et al.,, 2019b)), cultural and social understand-
ing (Lin et al., 2018; Sap et al., 2019a,b), visual
scene comprehension (Zellers et al., 2019a), and
general commonsense question answering (Talmor
et al., 2019; Huang et al., 2019).

Recent studies have shown that simply fine-
tuning large pre-trained language models, e.g.
RoBERTa (Liu et al., 2019), can yield near-human,
or even exceeding-human, performance in these
discriminative reasoning scenarios such as the
SWAG dataset. We argure that the underlying
reasons are two-fold: 1) The creation of distrac-
tor choices has annotator bias (Geva et al., 2019)
which can be easily detected by NLU models. 2)
Self-supervised training objectives in BERT-like
models (Devlin et al., 2019) align well with the
multi-choice QA setting; the SWAG task shares
almost the same scenario with the Next Sentence
Prediction (NSP) task, and because the CSQA task
can be viewed as learning to recover missing words
that are masked by “wh-words”, it can be distantly
learned using Masked Language Modeling (MLM).
Therefore, these success does not necessarily mean
machine reasoners can produce novel assumptions
in an open, realistic, generative setting.

There are also a few works that incorporate
commonsense knowledge in language generation
tasks like story and essay generation (Guan et al.,
2018; Yang et al., 2019a) as well as video cap-
tioning (Yang et al., 2019b), which suggest that
generative commonsense reasoning has a great po-
tential to benefit downstream applications. Towards

this direction, our proposed COMMONGEN, to the
best of our knowledge, is the very first constrained
sentence generation dataset for assessing and con-
ferring generative machine commonsense.

Constrained Text Generation. Constrained text
generation aims to decode sentences with expected
attributes such as sentiment (Luo et al., 2019a;
Hu et al., 2017), tense (Hu et al., 2017), tem-
plate (Zhu et al., 2019), style (Fu et al., 2018; Luo
et al., 2019b; Li et al., 2018), topics (Feng et al.,
2018), etc. A most similar scenario with our task
is lexically constrained encoding, which has been
mainly studied in the machine translation commu-
nity (Hasler et al., 2018; Dinu et al., 2019; Hokamp
and Liu, 2017). One recent work in this line is
the CGMH (Miao et al., 2018) method, which can
sample sentences with an ordered sequence of key-
words from language models but cannot be trained
and adopted in our case. We have also investi-
gated some topical story generation models (Fan
et al., 2018), however, their performance are sig-
nificantly worse even than simple bBRNN methods.
Additionally, the COMMONGEN task brings some
more challenges motioned in Section 2. Prior con-
strained generation methods cannot address these
issues together in a unified model, and thus we ex-
pect COMMONGEN to be also a benchmark dataset
for future works in this direction.

7 Conclusion

We present COMMONGEN, a new large-scale
dataset targeting generative commonsense reason-
ing via a constrained sentence generation task. The
dataset contains about 30k concept-sets as input
with a diverse concept vocabulary. The task is inher-
ently challenging as the search space of plausible
answers is large and many objectives must be satis-
fied at once. Additionally the task requires complex
relational commonsense reasoning to generate an
expected sentence, a bottleneck in many current
state of the art natural language systems. Most
widely used baseline methods cannot produce de-
sirable sentences, even when given a set of relevant
commonsense facts as additional context. Even the
best baseline model UniLM, a BERT-based NLG
model, still performs significantly worse than hu-
man performance. We believe the proposed task
and benchmark dataset can benefit future research
in generative commonsense reasoning and down-
stream NLG applications that require common-
sense knowledge and complex reasoning.
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