
Survey on Bias is Text Classification

Aida Mostafazadeh Davani
mostafaz@usc.edu

The rapid increase in online hate speech has led
to a rise of profound research in defining and de-
tecting this type of rhetoric. While some NLP
studies seek to identify the abusive language in
general (Wiegand et al., 2018; Zampieri et al.,
2019), others restrict the definition of hate speech
to the kind of abusive language that is directed
to particular social groups and differentiate hate
speech from offensive language (Davidson et al.,
2017; Kennedy et al., 2018).

The development of hate speech studies
includes creating typologies for hate speech
(Waseem et al., 2017; Olteanu et al., 2018), anno-
tating social media content (Davidson et al., 2017;
Founta et al., 2018), and designing natural lan-
guage processing models for detecting this type of
language (Zhang et al., 2018b).

The awareness about fairness in machine learn-
ing have directed researchers to discover evi-
dences of bias in detecting hate speech and abusive
language (Hardt et al., 2016). The remainder of
this document summarizes the methods that have
been practiced to eliminate unintended bias from
text classification, with a specific concern about
hate speech detection.

1 Bias in Text Classification

Unintended bias in machine learning models has
recently been introduced as an issue that can pre-
vent a model from providing fair results (Hardt
et al., 2016). An example of unintentional bias in
NLP is when a model handles text documents re-
garding specific features that, according to the task
description, should not be reflected in the model’s
behavior.

Recent studies of bias argue that this type of un-
intended bias is threatening the essential fairness
in ML. Fairness is formally defined by three com-
ponents: demographic parity, equality of odds,

and equality of opportunity (Hardt et al., 2016). In
this case, unintended bias is considered to be as-
sociated with equality of odds which necessitates
the true positive and true negative rates to be in
the same range for different groups (Hardt et al.,
2016).

In the case of text classification, overly rely-
ing on over/under-represented terms in the training
dataset for predicting the label is shown to be caus-
ing unintended bias (Dixon et al., 2018). Deep
learning practices for text classification methods
are supposed to reduce the model’s dependence
on specific words compared to word-level mod-
els. However, the sparsity of the positive labels,
under-representation of specific word categories in
the train set, or over-representation of a group in
a subset of the dataset with a particular label can
lead to unintended bias towards specific word cat-
egories.

Proposed methods for reducing the unintended
bias, can be categorized into three classes based on
their approach: balancing the dataset, restricting
the model, adversarial training.

1.1 Balancing the Dataset

Dixon et al. (2018) introduce unintended bias in a
model as observing different performance on sub-
sets of the dataset that contain particular identity
terms (words referring to identity groups). We
would rather refer to identity terms as social group
terms, since identity includes concepts that are
not studied in the related work. We define social
group terms (SGT) as term that refers to a specific
social group (e.g. muslim, woman, russian)

By inserting additional data with negative labels
that contain SGTs to balance the ratio of positive
and negative labels for each social group, Dixon
et al. (2018) try to make the training dataset less
biased. Even though all sentences in the document
are from comments in Wikipedia Talk Page, the



added data is gathered from the Wikipedia articles,
which makes the distribution of the new training
set to be incongruous with the original dataset.

Another approach for generating a balanced
dataset is to swap the SGT in sentences, to provide
an equal representation of different groups Zhao
et al. (2018); Park et al. (2018). In other words,
these methods repeat the same sentence by substi-
tuting their identified SGTs with terms that refer
to other social groups. As discussed by Wiegand
et al. (2019), a disadvantage of this approach is
that it ignores the other sentence-level sources of
bias.

Wiegand et al. (2019) argues that datasets that
are gathered by randomly sampling from a cor-
pus are usually sparse regarding the positive la-
bels. That leads to data gathering based on dic-
tionaries or topics, which causes the trained mod-
els to be biased towards specific terms. Classifiers
trained on biased datasets might achieve high ac-
curacy, which should be evaluated by testing them
on other datasets. It can be concluded from the
analyses conducted by Wiegand et al. (2019) that
the bias in the dataset is not restricted to the iden-
tity terms and can also involve the data collection
method.

1.2 Restricting the Model

Since creating a balanced dataset faces issues such
as ignoring higher-level causes of bias, approaches
that penalize the existence of bias can more com-
prehensively address this issue. These approaches
prevent the bias by defining and including it in the
loss function of a model.

Garg et al. (2019) introduces the use of counter-
factuals for examining unintended bias. Counter-
factuals are sentences that are generated by sub-
stituting specific critical tokens (SGT) with other
instances to test the fairness of the model. The
modelś loss function is extended to minimize the
difference among the error ranges for all counter-
factuals generated for a specific document.

In some cases, the SGTs under study are con-
sidered fundamentally crucial for creating predic-
tions (Garg et al., 2019). In other words, the sen-
tence can only be regarded as a toxic comment
when it is directed to a specific social group. These
cases, which are called asymmetric counterfactu-
als, should be excluded when preserving fairness.
This argument also implies that replacing the SGT
with predefined tokens (such as ¡group name¿)

would not guarantee the issue with asymmetric ex-
amples.

In another proposed method, Liu and Avci
(2019) assume that the bias in classification is due
to the reliance on specific SGT and consequently
use model interpretation to measure the impor-
tance of particular SGTs in predicting the label
in classification tasks. The interpreted importance
of these terms is considered for defining the loss
function to prevent the adoption of SGT. Along
with training a model that performs as accurate
as of the biased models, the learned word embed-
dings are shown to include less bias.

The most important advantage of these ap-
proaches is that they can be applied in different
contexts by modifying the formal specification of
the bias.

1.3 Adversarial Models

Another class of approaches considers altering or
extending the model by adding an adversarial net-
work that minimizes the modelś bias. The ad-
versarial network does not need to be as compli-
cated as the prediction model, which presents this
method as suitable for being combined with other
models.

Zhang et al. (2018a) train an adversarial model
by minimizing its capability for predicting the as-
sociated SGT mentioned in a text document while
maximizing the classification accuracy. By having
the adversarial network trained in parallel with the
classifier, the loss function drives the hidden layers
to acquire less information about the mentioned
SGT.

In a similar approach, Madras et al. (2018)
trains an autoencoder to learn a latent represen-
tation of the documents. The latent representation
is then utilized by the classifier to predict the la-
bel and by the adversarial network to identify the
SGT. The network is trained to minimize the au-
toencoder and classifier loss jointly with maximiz-
ing the adversary loss. Moreover, instead of cross-
entropy loss, l1 method is used for the adversary
loss, which can more correctly guide the group-
normalized loss in unbalanced datasets.

One advantage of the adversary models is their
flexibility for defining the bias under study. By al-
tering the loss function, it is possible to account for
different components of fairness. However, due to
the complexity of the network, these models ap-
pear to be challenging to train.
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