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Abstract

This survey is for our project: explainable
commonsense reasoning. In the following sec-
tions, I will introduce different lines of related
work and discuss their pros and cons.

1 Commonsense Question Answering
with Explanations

Rajani et al. (2019) collects explanations from hu-
man annotators for commonsense reasoning built
on top of CommonsenseQA (CQA) dataset pro-
posed by Talmor et al. (2019) and introduce them
as Common Sense Explanations (CoS-E). CoS-
E contains human explanations in the form of
both open-ended natural language explanations as
well as highlighted span annotations that repre-
sent words selected by humans as important for
predicting the right answer. They propose Com-
monsense Auto-Generated Explanations (CAGE)
as a framework for generating explanations. They
break down the task of commonsense reasoning
into two phases. In the first phase, they pro-
vide a CQA example alongside the correspond-
ing CoS-E explanation to a language model. The
language model conditions on the question and
answer choices from the example and is trained
to generate the CoS-E explanation. In the sec-
ond phase, they use the language model to gen-
erate explanations for each example. These ex-
planations are provided to a second commonsense
reasoning model by concatenating it to the end
of the original question, answer choices, and out-
put of the language model. They show that they
can improve significantly compared to the best-
performing baseline.

However, after manually examining the expla-
nations in CoS-E, we found many of them to be
noisy, containing either too generic sentences like
“This word is the most relevant”, or fragmented

sentences like “valley - Wikipedia”. The low
quality of explanations generated by humans may
come from two causes. One is because that some
questions in the CQA dataset are overly difficult or
vague, making humans hard to explain, and some
do not even make sense. The other reason is due
to the fact that sometimes it is extremely hard to
put commonsense reasoning into words.

Wang et al. (2019) proposes a new dataset
which is also included as SemEval 2020 task 4:
Commonsense Validation and Explanation. They
present 3 subtasks: 1. Choose from two natural
language statements with similar wordings which
one makes sense and which one does not make
sense; 2. Find the key reason from three op-
tions why a given statement does not make sense;
3. Generate the reasons and they use BLEU to
evaluate them. They ask humans to write com-
monsense statements with inspirations from dif-
ferent sources, including Winograd Schema Chal-
lenge (WSC) (Levesque et al., 2012), Concept-
Net (Speer et al., 2017), etc. They show that
state-of-the-art language models (LM) can reach
74.1% on the first subtask but cannot get 45.6%
on the second subtask, demonstrating that LMs
are generally bad at finding the right reason for
commonsense predictions. Compared to Rajani
et al. (2019), explanations in this dataset are a lot
cleaner, probably because they ask humans to an-
notate why the statement is againt commonsense
instead of why it follows commonsense, and with
a comparison statement, humans are more easily
to express reasoning in words. This is the main
dataset we are going to use for our project.

2 Leveraging Language Models for
Commonsense Reasoning

Besides Rajani et al. (2019) who use LMs to
model explanations for commonsense questions,



others have proposed models to leverage LMs
to directly help solve commonsense benchmarks,
specifically Winograd Schema Challenge (WSC).
WSC proposes a coreference resolution task that
requires commonsense reasoning. The datasets
provides a sentence with a pronoun, and asks the
machine to find the right candidate for the pro-
nouns from two options. Trinh and Le (2018)’s
method is very simple. They first substitute the
pronoun in the original sentence with each of the
candidate choices. The problem of coreference
resolution then reduces to identifying which sub-
stitution results in a more probable sentence. They
then use an LM to score the resulting two substitu-
tions. They find that an ensemble of LMs trained
on large text corpora ourperform previous meth-
ods using knowledge bases (KB) which are a lot
more complicated.

Kocijan et al. (2019) extend the previous work
by fine-tuning BERT (Devlin et al., 2018) on
Winograd-like datasets and get even better results.
One of the training objectives of BERT is masked
word prediction and they utilize this fact by mask-
ing the pronoun in WSC and ask BERT to pre-
dict the right word. To get more data for fine-
tuning, they generate Winograd-like datasets from
Wikipedia. Results show that they can improve
upon previous SOTA methods by around 8%.

These methods utilizing LMs are conceptually
very simple, and they already yield better results
on WSC. This shows that LMs, especially latest
ones that are trained on huge corpora (RoBERTa
already gets around 89%) (Liu et al., 2019). How-
ever, no one has shown that whether these models
possess the ability to explain or rationalize com-
monsense predictions and this is our direction to
explore in this project.
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