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Abstract

While deep neural networks have achieved
promising results on various tasks, they of-
ten suffer from overfitting problem because of
data sparsity. Instead of labeling more data, a
more data-efficient method is to utilize knowl-
edge from different but similar tasks, which
is referred as multitask learning. It has been
widely applied to the natural language pro-
cessing. In this survey, we divide previous
efforts into different groups by their network
structures (parallel and hierarchical) and their
sharing mechanism (manual and learning to
learn). We further point out the limitations of
current work and indicate a more realistic and
promising direction.

1 Introduction

Deep learning provides a powerful mechanism for
fitting large amounts of data, and has achieved
great successes on wide range of tasks, such as
natural language processing, computer vision and
robotics. However, deep models usually suffer
from data scarcity. Instead of simply labeling
more data, another method is to transfer knowl-
edge from other tasks, which is called multitask
learning (MTL). Multitask learning acts like reg-
ularization. It changes the inductive bias of neu-
ral models, by encouraging them to prefer more
universal features. It can also be motivated by
how humans learn new tasks. For example, in
the movie The Karate Kid, the sensei teaches the
karate kid seemingly unrelated tasks like waxing a
car, which turn out to help his karate skills as well.

Generally, multitask learning refers to all train-
ing methods with more than one loss functions,
but in this survey, we only focus on learning from
multiple datasets. Formally, given several datasets
{(Xi,Yi)}Mi=1, the goal is to train classifiers fi :
Xi → Yi, which share part of the model parame-
ters. The traditional method of performing multi-

Figure 1: Overview of the sharing schemes in multi-
task learning. Left: Shared Encoder. Middle: Hierar-
chical Sharing. Right: Adaptive Sharing.

task learning is to manually select the related tasks
and sharing scheme. Based on the sharing scheme,
we can divide previous works into three classes,
namely shared encoder, hierarchical sharing, and
adaptive sharing, as illustrated in Figure 1.

• Shared Encoder applies a common encoder
to all tasks and add a task-specific decoder to
the output of the encoder for each task. It
is the simplest method for multitask learn-
ing, but its performance is often lower than
single-task learning because of limited model
capacity. Recently, this method revives after
the introduction of universal encoders (De-
vlin et al., 2018), and has achieved state-
of-the-art performance on Glue benchmark
(Wang et al., 2018).

• Hierarchical Sharing arranges tasks to dif-
ferent layers. It assumes that some tasks are
more fundamental and can provide knowl-
edge for other tasks. For example, in natural
language processing, part-of-speech (POS) is
helpful for dependency parsing (DEP), which
is an important feature for named entity
recognition (NER). However, this method
has a larger search space. We need to decide
what hierarchy is optimal and which layer to
add the decoders. Assume that we have 3
tasks and 5 layers, then the total number of
combinations is 53 − 43 − 1 = 60.



Paper Tasks Scheme

Liu et al. (2015) Semantic Classification, Semantic Information Retrieval Shared Encoder
Luong et al. (2015) Machine translation, Image Captioning Adaptive
Guo et al. (2016) SRL, RE Shared Encoder
Hashimoto et al. (2016) POS, Chunk, DEP, Textual Entailmeng Hierarchical
Strubell et al. (2018) POS, DEP, SRL Hierarchical
Keskar et al. (2019) GLUE, MRC Shared Encoder
Sanh et al. (2019) NER, EMD, CR, RE Hierarchical
Xu et al. (2019) MRC (multiple datasets) Shared Encoder
Liu et al. (2019) GLUE Shared Encoder + Hierarchical
Stickland and Murray (2019) GLUE Adaptive

Table 1: Some works on applying multitask learning to NLP. POS, DEP, SRL, RE, MRC, NER, EMD, CR
stands for part-of-speech tagging, dependency parsing, semantic role labeling, relation extraction, machine reading
comprehension, named-entity recognition, entity mention detection, coreference resolution, respectively.

• Adaptive Sharing assumes that some knowl-
edge can be shared while some is private.
For example, in semantic role labeling, “deli-
cious food” and “disgusting food” have simi-
lar representations since they both belongs to
the AM-MOD tag, while in sentiment analysis,
they have totally different polarities. Despite
its flexibility, the network design heavily re-
lies on experiments.

Some efforts have been summarized in Table 1.
In this line of work, the choice of tasks and shar-
ing schemes are mainly decided by intuition and
experiments, which requires lots of human labors.
To solve this problem, some works study how to
automatically search or learn the tasks and shar-
ing scheme, which is also called learning to learn.
This line of work can be divided into the following
classes:

• Automatic Weight Learning. In multitask-
ing, weights of different losses are required
to balance the joint loss. They are hard to
decide when more than two tasks present.
This method automates this process by ran-
domly initialize the weights and learns them
during training. Kendall et al. (2018) con-
siders the uncertainty of each task and de-
rives the joint loss by maximizing the Gaus-
sian likelihood of task-dependent uncertainty.
Guo et al. (2019) models weights tuning as a
multi-bandit problem.

• Soft Sharing resembles adaptive sharing,
which also assumes some layers should be
task-specific while others should be shared.
However, soft sharing shares the layers
“softly”, where each task has its private sub-
net, but can choose to read the outputs of

other subnets. Xiao et al. (2018) proposes
a leaky CNN adaptor, which acts to merge
outputs of layers in same level of other tasks.
Ruder12 et al. (2017) adopts a similar method
but further allows the classification layer to
read from all layers. Meyerson and Miikku-
lainen (2017) allows the layers to have differ-
ent execution orders for different tasks.

Limitations and Future Work. Although multi-
task learning has achieved impressive results, most
of them only learn from few datasets (usually 2,
some may use 8 datasets). Given that we have
hundreds of datasets targeting for different tasks
in NLP, this setting is too weak. Also, training
instances are equally sampled from all datasets,
even if some datasets are useless. This memory-
inefficient property hinders multitasking learning
to utilize large number of datasets. Based on
these observations, we propose a “Open Multitask
Learning” setting, in which the neural model has
access to many datasets but is only required to per-
form well on few of them. We believe this setting
is more data-efficent and realistic, while hasn’t
been well studied.

2 Conclusion

In this survey, we summarized previous efforts on
multitask learning and classified them into differ-
ent lines. We also indicated the limitations of their
problem settings and proposed a more realistic set-
ting, which is left as our future work.
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